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#### Abstract

Isovector Giant Dipole Resonance (IVGDR) is the most well examined collective excitation mode of atomic nuclei and is attributed to linear anti-phase oscillations of protons and neutrons. The IVGDR in various nuclei heave long been studied systematically via photonuclear reactions by means of various experimental probes and reactions including photodisintegration. Consequently, several properties of the IVGDR in heavy nuclear system are well explained from macroscopic models, but those in light nuclei are rather complicated due to the relative importance of individual nucleon degrees of freedom. Recently, ab initio calculations, which is a general framework based on realistic nuclear forces, can give qualitative predictions on the nuclear reaction relevant to the IVGDR in light nuclei.

As for ${ }^{4}$ He photodisintegration in IVGDR energy region, recent theoretical calculations concluded the IVGDR resonance peak should locate approximately at the $E_{\gamma}=26 \mathrm{MeV}$ in the excitation function. On the other hand, the recent experimental results show a serious discrepancy in peak energies. According to one of two doctrines, the IVGDR peak would be at $E_{\gamma}>30 \mathrm{MeV}$, which even disagrees with the theoretical predictions. This striking result by Shima et al. was constructed upon the robust experimental procedures and therefore may force knowledge regarding nuclear structure and nuclear astrophysics based on the current understanding on the nuclear force to be modified.

In the present work, we performed the simultaneous measurement of ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ reactions in the energy range around the IVGDR. Aiming to give a criteria to judge the origin of the experimental discrepancy, our measurement was conducted inheriting the experimental scheme adopted by Shima et al. The quasi-mono-energetic photon beams at $E_{\gamma}=23.0,24.0,25.0,27.0,28.0$, and 30.0 MeV , were produced at BL01 in the NewSUBARU synchrotron facility via the laser Compton scattering technique. The beam was irradiated on the MAIKo active target time projection chamber filled with helium gas. The trajectories of charged decay particles emitted from ${ }^{4} \mathrm{He}$ were recorded and analyzed event by event. The fine-pitched readout and optimization of the operating condition of the detector system improved the quality of the acquired data compared to the previous study.

The differential cross sections of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ re-


actions were computed from the experimental yields, the deduced detection efficiency, and the integrated beam flux. The angular dependence of the cross section was well explained from the assumption that the photodisintegration in this energy region was induced via pure $E 1$ transition. The total cross section was evaluated assuming the $E 1$ transition. Our data suggested ${ }^{4} \mathrm{He}(\gamma$, $n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections showed peak structures around $E_{\gamma}=$ 26 MeV . This result contradicted the previous experimental study reported by Shima et al., but was consistent with several theoretical calculations and another experimental studies. We could conclude that the unconventional result was less likely, and there were no need to revise the conventional view on the nuclear physics.

This thesis is based on the original article published in the Physical Review C journal: M. Murata et al., Phys. Rev. C 107, 064317 (2023) [1].

## Contents

List of Figures ..... ix
List of Tables ..... xiii
1 Introduction ..... 1
1.1 Photodisintegration and the IVGDR ..... 1
1.1.1 Electromagnetic Probes for the Nuclear Physics ..... 1
1.1.2 Energy Dependence of Photonuclear Reactions ..... 2
1.1.3 Photoabsorption in Low Energy Region ..... 4
1.1.4 Isovector Giant Dipole Resonance (IVGDR) ..... 6
$1.2{ }^{4} \mathrm{He}$ Photodisintegration ..... 12
1.2.1 Profile of ${ }^{4} \mathrm{He}$ Nuclei ..... 12
1.2.2 Topics Regarding Nucleon Few-Body Calculations ..... 13
1.2.3 Astrophysical Interests ..... 22
1.3 Theoretical Works ..... 31
1.4 Experimental Review ..... 33
1.4.1 Overview ..... 33
1.4.2 Prehistory until 1980s ..... 37
1.4.3 Experimental Attempts before 2000s ..... 39
1.4.4 Recent Measurements ..... 42
1.5 Aim of Present Work ..... 48
2 Experimental Setup ..... 51
2.1 BL01 NewSUBARU ..... 51
2.1.1 NewSUBARU Synchrotron Radiation Facility ..... 51
2.1.2 BL01 ..... 53
2.1.3 Beam Conditions ..... 56
2.2 MAIKo Active Target ..... 57
2.2.1 Overview ..... 57
2.2.2 Detector Structure and Readout ..... 59
2.2.3 Operating Condition ..... 65
2.3 Data Acquisition ..... 69
2.3.1 Overview ..... 69
2.3.2 Trigger ..... 70
3 Data Analysis ..... 71
3.1 Overview ..... 71
3.2 Analysis of Beam Particles ..... 72
3.2.1 Timing Structure and Energy Spectra ..... 72
3.2.2 Response Functions ..... 74
3.2.3 Template Fitting ..... 77
3.2.4 Uncertainties ..... 82
3.2.5 Energy Profile Estimation ..... 85
3.3 Analysis of Decay Particles ..... 87
3.3.1 Preprocessing and Tracking Analysis ..... 87
3.3.2 Selection Analysis ..... 105
3.3.3 Efficiency Estimation ..... 107
3.4 Cross Sections ..... 113
3.4.1 Overview ..... 113
3.4.2 Differential Cross Section ..... 113
3.4.3 Total Cross Section ..... 114
4 Results \& Discussions ..... 117
4.1 Differential Cross Section ..... 117
4.2 Total Cross sections ..... 120
4.3 Comparison with the Previous Studies ..... 122
5 Summary ..... 123
Acknowledgement ..... 125
Bibliography ..... 127
A Derivation of Low-Energy Photoabsorption Cross Sections ..... 155
B Data Tables of Cross Sections ..... 159

## List of Figures

1.1 Photon energy dependence of $\sigma_{\text {tot }} / A$ ..... 4
1.2 Total photoabsorption cross section of ${ }^{197} \mathrm{Au}$ ..... 7
1.3 Energy integrated cross sections of the GDR ..... 8
1.4 Resonance energy of the GDR ..... 9
1.5 Known levels of ${ }^{4} \mathrm{He}$ ..... 14
1.6 Nucleon-Nucleon (NN) potential ..... 16
1.7 Mass fraction distribution of elements in supernovae ..... 25
1.8 Reaction flow-path in the $\nu$-process of the light elements ..... 26
1.9 Abundance of ${ }^{7} \mathrm{Li}$ and ${ }^{9} \mathrm{Be}$ in stars ..... 27
1.10 Primordial abundance of light elements predicted by the standard BBN ..... 29
1.11 Constraints on the non-standard BBN model ..... 30
1.12 Theoretical $(\gamma, n)$ and $(\gamma, p)$ cross sections by Horiuchi et al. ..... 34
1.13 Experimental $(\gamma, n)$ and $(\gamma, p)$ cross sections by Calarco et al. ..... 40
1.14 Experimental $(\gamma, n)$ and $(\gamma, p)$ cross sections by Shima et al. ..... 44
1.15 Experimental $(\gamma, n)$ cross sections by Nilsson et al. ..... 45
1.16 Experimental photoabsorption cross sections by Nakayama et al. ..... 47
1.17 Experimental $(\gamma, p)$ cross sections by Raut et al. ..... 48
1.18 Experimental $(\gamma, n)$ cross sections by Tornow et al. ..... 49
2.1 NewSUBARU synchrotron radiation facility ..... 52
2.2 BL01 beam line ..... 54
2.3 Laser Compton scattering (LCS) ..... 54
2.4 MAIKo active target ..... 58
2.5 Circuit diagram of the MAIKo active target. ..... 61
2.6 Gas electron multiplier (GEM) ..... 63
2.7 Micro pixel chamber ( $\mu$-PIC) ..... 63
2.8 Block diagram of the data processing in the Iwaki board ..... 64
2.9 Gas handling system ..... 66
2.10 Ranges of the decay particles ..... 68
3.1 Timing structures of the beam ..... 73
3.2 Beam energy spectra ..... 75
3.3 One-photon response function ..... 78
3.4 Beam flux estimation ..... 81
3.5 Beam energy spectrum ..... 86
$3.6{ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ event ..... 89
$3.7{ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ event ..... 90
$3.8{ }^{12} \mathrm{C}(\gamma, n)^{11} \mathrm{C}$ event ..... 91
$3.9{ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{~B}$ event ..... 92
3.10 Compton scattering event ..... 93
3.11 Instrumental noise event ..... 94
3.12 External event ..... 95
3.13 Data reduction ..... 97
3.14 Tracking procedures ..... 99
3.15 Position dependence of time over threshold (TOT) ..... 101
3.16 Time over threshold (TOT) ..... 103
$3.17 \Delta E$ estimation ..... 104
3.18 Selection analysis for the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ events ..... 108
3.19 Selection analysis for the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events ..... 109
3.20 Pseudo ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ event generated with the simulation ..... 111
3.21 Pseudo ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ event generated with the simulation ..... 112
$4.1 \quad \theta$ dependence of ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ cross sections ..... 118
$4.2 \quad \phi$ dependence of ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ cross sections ..... 118
$4.3 \quad \theta$ dependence of ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections ..... 119
$4.4 \quad \phi$ dependence of ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections ..... 119
4.5 Experimental total cross sections ..... 121

## List of Tables

2.1 Specifications of the storage ring in NewSUBARU ..... 52
2.2 Beam energy conditions ..... 57
2.3 Specifications of the FE2009bal ASIC ..... 64
2.4 Target thickness ..... 69
3.1 Systematic uncertainties on the total beam flux ..... 84
4.1 Experimental total cross sections ..... 120
B. $1 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$. ..... 159
B. $2 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.5 \mathrm{MeV}$. ..... 160
B. $3 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.5 \mathrm{MeV}$. ..... 160
B. $4 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$. ..... 160
B. $5 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=27.5 \mathrm{MeV}$. ..... 161
B. $6 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=29.4 \mathrm{MeV}$. ..... 161
B. $7 \quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3}$ He reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$ ..... 161
B. $8 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.5 \mathrm{MeV}$ ..... 162
B. $9 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.5 \mathrm{MeV}$. ..... 162
B. $10 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$. ..... 163
B. $11 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=27.5 \mathrm{MeV}$. ..... 163
B. $12 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=29.4 \mathrm{MeV}$. ..... 164
B. $13 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$. ..... 164
B. $14 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.3 \mathrm{MeV}$. ..... 164
B. $15 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.3 \mathrm{MeV}$. ..... 165
B. $16 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=25.7 \mathrm{MeV}$. ..... 165
B. $17 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$. ..... 165
B. $18 \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=28.7 \mathrm{MeV}$. ..... 166
B. $19 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$. ..... 166
B. $20 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.5 \mathrm{MeV}$. ..... 167
B. $21 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.3 \mathrm{MeV}$. ..... 167
B. $22 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=25.7 \mathrm{MeV}$. ..... 168
B. $23 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$. ..... 168
B. $24 \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=28.7 \mathrm{MeV}$.

## Chapter 1

## Introduction

### 1.1 Photodisintegration and the IVGDR

### 1.1.1 Electromagnetic Probes for the Nuclear Physics

A photon is one of the promising probes to investigate the dynamics underlying atomic nuclei. On the contrary that low-energy dynamics of the strong interaction, which describe the interaction between hadronic probes and nuclei, is not fully understood, the electromagnetic interaction between photons and charged particles has already been settled. That allows us to regard the experimental studies by means of electromagnetic probes such as photons and electrons as a reliable basis of our understanding of the nuclear physics.

One can access various scale of nuclear structure via the electron scattering off nuclei by varying the energy of electron beams. From a naive perspective, a wave length of a virtual photon interchanged between an electron and a target object determines the length-scale involved with the scattering phenomena. Innumerable brilliant achievements have been completed with electron scattering so far. For example, an intensive study of electron elastic scattering conducted by Hofstadter et al. revealed the systematics of the charge-density distribution in various stable nuclei [2], and that brought him the Nobel prize in 1961. Moreover, finer structure inside nucleons was unveiled with the deep inelastic scattering on nuclei. This process was interpreted as the electron scattering off a point particle inside nucleons, and that proved the existence of the quarks [3]. In addition, electron inelastic scattering is also a powerful tool to investigate the low-lying collective excitation of nuclei such as the giant resonance. That will be discussed later in the context of the comparison with the photo-absorption reaction.

Emission and absorption of real photons by nuclei are the different key reactions to access the nuclear structure. Spectroscopic measurement of gamma-ray radiation from the nuclear transition is a typical and longstanding case of the utilization of the photoreaction in the study of nuclear structure. By comparing the nuclear level scheme recon-
structed from the gamma-ray spectrum and theoretical predictions, one can extract the knowledge on various collective motion of nucleons such as deformation and vibration. Even today, the in-beam gamma ray spectroscopy is a one of the most reliable techniques to tackle with exotic unstable nuclei produced in radioactive isotope factories over the world $[4,5,6]$. Regarding the photoabsorption process, the response functions of various nuclei over the wide energy range of incoming photon energy were measured systematically. Those results were mainly argued in the context of the sum rule of the transition strength, and photodisintegration, which is the main topic of this thesis, is the pivotal reaction channel for this discussion.

Both electron scattering and photoabsorption are employed in the study of the nuclear response function. These two reactions are similar but not the same in some points. The difference is stem from whether photons that mediate the reactions are on their massshell or not. The quantity so-called virtuality $Q^{2}$ is the measure of the deviation from the mass shell. The virtuality is defined as

$$
\begin{equation*}
Q^{2}=q^{2}-\frac{\omega^{2}}{c^{2}} \tag{1.1}
\end{equation*}
$$

where $\hbar q$ and $\hbar \omega$ are the momentum and energy carried by a photon, respectively. The value of $Q^{2}$ is fixed to 0 in the case of a real photon. On the other hand, that for photons emitted in the electron scattering can take arbitrary negative values in the ultra-relativistic limit ( $m_{e} \sim 0$ ).

Real-photon induced reactions are constrained by the spin selection rule and momentum scale correspond to the energy. However, those induced by virtual photons are not. This difference makes the electron inelastic scattering off the target nuclei both versatile and complicated, simultaneously. The electron inelastic scattering gives rise to the transition to final states with various isospins $T$ and intrinsic spins. Thus, additional deliberations are required to decompose the transition strength with respect to isospin $(\Delta T)$, angular momentum $(\Delta L)$, and intrinsic spin $(\Delta S)$. On the other hand, the photoabsorption with several tens of MeV photon has a strong selectivity for the isovector dipole transition $(\Delta T=1, \Delta L=1$, and $\Delta S=0)$.

### 1.1.2 Energy Dependence of Photonuclear Reactions

Photoabsorption cross sections are experimentally determined from the summation of the cross sections resulting in various final states. Namely, the total photoabsorption cross section $\sigma_{\text {tot }}(E)$ at the photon energy $E$ is give as

$$
\begin{equation*}
\sigma_{\mathrm{tot}}(E)=\sigma\left(\gamma, \gamma^{\prime}\right)+\sigma(\gamma, n)+\sigma(\gamma, 2 n)+\ldots+\sigma(\gamma, p)+\sigma(\gamma, 2 p)+\ldots, \tag{1.2}
\end{equation*}
$$

where the $\sigma$ s in the right hand side is sorted with the reaction channel: i. e. $\sigma(\gamma, n)$ means the cross sections to one-neutron final state. This summation runs over all the photonuclear reaction channels feasible under the given photon energy. When $E$ is below the particle decay threshold of the target nuclei, only the photon-scattering cross sections
$\sigma\left(\gamma, \gamma^{\prime}\right)$ contribute to the photoabsorption cross sections. For $E$ larger than the particle decay threshold, particle-decay cross sections such as $\sigma(\gamma, n)$ and $\sigma(\gamma, p)$ dominate the photoabsorption cross section. Especially in the heavy nuclei, neutron emission cross sections occupy sizable amount of the total photoabsorption cross section because the Coulomb barrier prevents charged-particle emission.

Energy dependence of photoabsorption cross sections shows the features common among all nuclei, and these features are explained from the nuclear degrees of freedom involving. Energy dependence of experimental photoabsorption cross sections are shown in Fig. 1.1. Mass-number $(A)$ normalized cross sections for proton, $\mathrm{Be}, \mathrm{Pb}$, and Cu are shown together. The behavior of $\sigma / A$ for nuclei $A>1$ are similar, and they resemble proton cross section above the $\pi$ meson production threshold $\left(m_{\pi}\right)$. The energy dependence of the photoabsorption cross sections is associated with four mechanisms depending on the energy region.

First, the photoabsorption cross sections rise sharply from the particle decay threshold and peak around several tens MeV , then decrease. This trend is attributed to the giant resonance (GR) which is the main topic of this thesis. The giant resonance is considered as a collective motion of nucleons. More detailed explanation regarding the giant resonance will be remarked later.

Second, the energy interval between the GR and $m_{\pi}$ is called the quasi-deuteron (QD) region. The cross sections therein are slowly decrease and its absolute value is proportional to the photodisintegration cross sections of deuterons $\sigma_{d}$ as

$$
\begin{equation*}
\sigma_{\mathrm{tot}} \sim L \frac{N Z}{A} \sigma_{d} \tag{1.3}
\end{equation*}
$$

where $L$ is the Levinger constant [7] which is the measure of the quasi-deuteron density in the nuclear medium. This behavior is described by a picture that incoming photon is absorbed by a deuteron-like nucleon pair stemming from the short range correlation.

Third, above the $\pi$ meson production threshold, $\sigma_{\text {tot }}$ is dominated by the transition between a nucleon to its excited states, namely nucleon isobars. This energy region is called the isobar region. Several peak structures seen in the proton spectrum are attributed to various $N$ and $\Delta$ resonances [8], and the most prominent one corresponds to the $\Delta(1232)$ resonance. The moderate differences in the width and the amplitude of the spectral line shapes of proton and nuclei are ascribed to the Fermi motion and the Pauli blocking in the nuclear medium, respectively.

Forth, the high energy region above the isobar region is called the shadowing region. The features of the cross sections in this energy region are similar to those of the hadron absorption cross section such as $\sigma(\pi, p)$ except for their scale. This fact implies the transition therein is dominated by the absorption of virtual-hadron state of a photon. Because of the strong absorption of hadrons by nucleon, only nucleons on the surface of the nuclei are involved in the photoabsorption reaction. This effect is called the shadowing. The violation of the $A$ scaling of the cross sections caused by the shadowing effect results in the reduction of nuclear cross sections compared to that of a proton.


Figure 1.1: Photon energy dependence of $\sigma_{\text {tot }} / A$ taken from Ref. [9]. The markers indicate the cross sections for $\mathrm{Be}, \mathrm{Pb}$, and Cu nuclei, whereas the solid line depicts the proton cross sections. The horizontal axis is segmented into four intervals depending on the feature of the phenomenon: giant resonance (GR), quasi-deuteron (QD), isobar, and shadowing (shadow). The production threshold of a $\pi$ meson and a $\Delta$ baryon are also exhibited.

In terms of the (low-energy) nuclear structure study, the most important region of the photonuclear reaction is the GR region. Since the giant resonance is attributed to the collective motion of nucleons, its frequency and the width reflect the bulk properties of nuclear matter.

### 1.1.3 Photoabsorption in Low Energy Region

In the GR region explained in the former section, the resonance populated by photoabsorption is mostly limited to the isovector giant dipole resonance (IVGDR: $\Delta T=1, \Delta L$ $=1$, and $\Delta S=0$ ). This is due to the strong selectivity stemming from the mismatch between the photon wavelength and the nuclear radii.

Let us check the typical length scale of particles involved in a simple example. A nuclear charge radius $R$ of nuclei of mass number $A$ is approximated with the systematics

$$
\begin{equation*}
R \sim 1.2 A^{\frac{1}{3}} \mathrm{fm} \tag{1.4}
\end{equation*}
$$

as given in Ref. [10]. By substituting $A$ with 300 as a edge case, the charge radius of a normal nucleus is at most 8 fm . On the other hand, the wavelength $\lambda$ of a photon with
the energy $E$ is given from

$$
\begin{align*}
\lambda & =\frac{2 \pi \hbar c}{E} \\
& \sim \frac{1200}{E(\mathrm{MeV})} \mathrm{fm} \tag{1.5}
\end{align*}
$$

As for the typical energy region of the GR region, a nuclear radius $R$ is less than 40 fm , which corresponds to 30 MeV . Judging from these two estimations, the wavelength of the photon is at least twice as large as the nuclear radius in the GR energy region. Therefore, the electric and the magnetic fields formed by a photon is approximately constant over the whole region of a nucleus. From a naive perspective, only protons in a nucleus are coupled with the electric field and they are altogether shook alternately synchronizing with the time dependent switching of the field. This situation is exactly the classical picture of the IVGDR.

The classical picture on the low-energy photoabsorption can be justified more rigorously at the long-wavelength limit, namely

$$
\begin{equation*}
q R \ll 1, \tag{1.6}
\end{equation*}
$$

where $q$ is a wave number of a photon $[11,12,13]$. This limit leads the general formula of photoabsorption cross section to the simple form, which consists only of the E1-transition amplitude described with the dipole-transition operator. That is the origin of the strong selectivity to the transition to the IVGDR.
At the long-wavelength limit, the cross sections of photoabsorption $\sigma_{\gamma}^{\text {LWA }}$ induced by a photon of energy $E_{\gamma}$ is reduced to,

$$
\begin{equation*}
\left.\sigma_{\gamma}^{\mathrm{LWA}}\left(E_{\gamma}\right) \sim \frac{4 \pi^{2}}{\hbar c} E_{\gamma}\left|\left\langle J_{f}\right| \hat{D}_{z}\right| J_{i}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-E_{\gamma}\right), \tag{1.7}
\end{equation*}
$$

where the initial and final state of the nucleus are characterized with the energy $E_{\mathrm{i}}, E_{\mathrm{f}}$ and the spin $J_{\mathrm{i}}, J_{\mathrm{f}}[11]$. In addition, $\hat{D}_{z}$ is the dipole transition operator. When we assume the point-like charge distribution of nucleons, the dipole operator is defined as

$$
\begin{equation*}
\hat{D}_{z}=\sum_{k=1}^{A} \chi_{i} e\left(\boldsymbol{r}_{i}-\boldsymbol{R}\right)_{z} . \tag{1.8}
\end{equation*}
$$

Here, $\chi_{i}$ is the effective charge of the $i$-th nucleons: that value is $N / A$ for protons and $Z / A$ for neutrons in the cerner-of-mass frame. $\left(\boldsymbol{r}_{i}-\boldsymbol{R}\right)_{z}$ indicates the $z$-component of the displacement of the $i$-th nucleon with respect to the center of mass the $\boldsymbol{R}$. The derivation of Eq.(1.7) from the general formula Eq. (A.1) is shown in the Appendix A.

Comparison with Electron Scattering For comparison, the double-differential cross sections of the electron scattering off a nucleus [11] is derived as

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \Omega d E}=4 \pi \frac{\sigma_{\mathrm{Mott}}}{e^{2}}\left[\frac{1}{2}\left\{\frac{q^{2}-\left(\frac{\omega}{c}\right)^{2}}{q^{2}}\right\}^{2} F_{L}^{2}(q, \omega)+\left\{\frac{1}{2} \frac{q^{2}-\left(\frac{\omega}{c}\right)^{2}}{q^{2}}+\tan ^{2} \frac{\theta}{2}\right\} F_{T}^{2}(q, \omega)\right] . \tag{1.9}
\end{equation*}
$$

This is the cross section of the transition with a momentum transfer $\hbar q$ and a energy transfer $\hbar \omega$. Here, $F_{L}^{2}$ and $F_{T}^{2}$ are the longitudinal (Coulomb) and the transverse form factors defined as,

$$
\begin{gather*}
F_{L}^{2}(q, \omega)=\frac{1}{2 J_{i}+1} \sum_{J=0}^{\infty}\left|\left\langle J_{f}\left\|\hat{T}_{J}^{C}(q)\right\| J_{i}\right\rangle\right|^{2} \delta\left(\hbar \omega+\epsilon_{i}-\epsilon_{f}\right),  \tag{1.10}\\
\left.\left.F_{T}^{2}(q, \omega)=\left.\frac{1}{2 J_{i}+1} \sum_{J=1}^{\infty}\left\{\left|\left\langle J_{f}\right|\right| \hat{T}_{J}^{E}(q)| | J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\right|\right| \hat{T}_{J}^{M}(q) \| J_{i}\right\rangle\left.\right|^{2}\right\} \delta\left(\hbar \omega+\epsilon_{i}-\epsilon_{f}\right) . \tag{1.11}
\end{gather*}
$$

Here, $\hat{T}_{J}^{C}(q), \hat{T}_{J}^{E}(q)$, and $\hat{T}_{J}^{M}(q)$ are Coulomb, electric, and magnetic multipole transition operators defined in Eqs. (A.5,A.3,A.4). In addition, the Mott cross section $\sigma_{\text {Mott }}$ is the electron-scattering cross section off the point charge given as

$$
\begin{equation*}
\sigma_{\mathrm{Mott}}=\frac{e^{4} \cos ^{2} \frac{\theta}{2}}{4 E_{e}^{2} \sin ^{4} \frac{\theta}{2}} . \tag{1.12}
\end{equation*}
$$

It should be noted that the long-wavelength limit is not always valid for the electron scattering even for the transition to low-energy excited states. That is because of the arbitrariness of the relation between momentum transfer $\hbar q$ and the energy transfer $\hbar \omega$. This is the origin of the complexity of the electron scattering mentioned earlier.

### 1.1.4 Isovector Giant Dipole Resonance (IVGDR)

The giant resonances are the common excitation mode observed among various nuclei [14]. They are associated with the collective vibration of nucleons and categorized with their intrinsic spin and isospin characters. Giant resonances appear as larger and wider bump structures compared with the low-lying excited states in the nuclear excitation function. It was the first case of the discovery of the giant resonance that enormous ${ }^{63} \mathrm{Cu}(\gamma, n)$ cross section was observed in 1937 [15]: this resonance is later associated with the isovector giant resonance.

The isovector giant dipole resonance (IVGDR or GDR) is the best known giant resonance. The name of the resonance follows the nomenclature of the giant resonances and indicates their isospin $(\Delta T)$, orbital angular momentum $(\Delta L)$, and spin $(\Delta S)$ as 1,1 , and 0 , respectively. These features are exactly the same to those of $E 1$ transition. As one can understand by recalling the fact that the low-energy photoabsorption reaction is approximated as the $E 1$ transition, this resonance is commonly observed by means of the photonuclear reactions. The total photoabsorption cross sections for ${ }^{197} \mathrm{Au}$ are shown in Fig. 1.2. The data shows a typical appearance of the GDR in heavy nuclei such that $A>50$. In the photoexcitation function for the heavy nuclei, a remarkable peak structure that fit the Lorenzian resonance distribution

$$
\begin{equation*}
\sigma\left(E_{\gamma}\right)=\frac{\sigma_{m} \Gamma_{m}^{2} E_{\gamma}^{2}}{\left(E_{\gamma}^{2}-E_{m}^{2}\right)^{2}+\Gamma_{m}^{2} E_{\gamma}^{2}}, \tag{1.13}
\end{equation*}
$$



Figure 1.2: Total photoabsorption cross section of ${ }^{197} \mathrm{Au}$ taken from Ref. [16]. The experimental data are from Ref. [17]. The Breit-Wigner function that fits the data are shown by the solid curve.
can be seen above the $(\gamma, n)$-reaction threshold energy. Here, $\Gamma_{m}, E_{m}$, and $\sigma_{m}$ are the parameters for a nuclear resonance indicating its width, resonance energy, and height. Among various nuclei, $E_{m}$ is around 15 MeV , whereas $\Gamma_{m}$ is the order of $2.5-5 \mathrm{MeV}$. Assuming the resonance as a harmonic oscillation, the typical $E_{m}$ corresponds to a frequency of $\sim 3.5 \times 10^{21} \mathrm{~Hz}$. Moreover, the lifetime of the resonance estimated from the representative $\Gamma_{m}$ value is approximately the order of $10^{-22} \mathrm{~s}$. This ratio implies that the resonance damps completely due to energy dissipation earlier than a few vibration [14].

The most outstanding character of the giant resonances is its collectivity deduced from the sum rules. As for the GDR, the Thomas-Reiche-Kuhn (TRK) sum rule [18, 19, 20] is the proverbial example. The TRK sum rule gives the upper limit of the energy integral of $E 1$ cross sections as

$$
\begin{equation*}
\int_{0}^{\infty} \sigma_{E 1}(E) d E \sim \frac{60 N Z}{A}(\mathrm{MeV} \mathrm{mb}) \tag{1.14}
\end{equation*}
$$

The sum-rule value on the right hand side is derived from the sum of the dipole excitation cross sections [Eq. (1.7)] of single-particle excitations for each individual particle based on the assumption that the long-wavelength approximation, or the Siegert's theorem Eq. (A.12), is valid over all energy region [13]. Even though this premise is not necessarily


Figure 1.3: Energy integrated cross sections of the GDR measured by a unit of the TRK sum rule value [Eq. (1.14)] taken from Ref. [21]. The energy integrals derived from the Lorenzian [Eq. (1.13)]functions that fit the experimental data are shown by markers. The shapes of the markers correspond to the laboratories where the data were taken, and the sources of all the data are sorted in the references in Ref. [21]. The horizontal dashed line indicates the TRK sum-rule value.
valid in high-energy region, the value constrains the low-energy integral of the cross section as an upper limit. The GDR exhausts considerable part of this sum-rule value, and that occupation ratio reaches almost $100 \%$ especially in heavy nuclei. The energy integral values of the GDR cross sections are shown in Fig. 1.3. One can see the integrated GDR cross sections in the most of heavy nuclei have almost identical magnitude to the TRK sum rule value. Moreover, the integration exceeds the sum-rule value in some nuclei, which is considered to be due to the non-locality of the nucleon Hamiltonian ignored in the derivation of Eq. (1.14). In any case, the significant amplitude of the GDR cross section implies that numerous nucleons are coherently involved in the GDR. In other words, this resonance has collective character. That is contrasting against the low-lying excited states that exhaust at most a few \% of the sum-rule value.

Based on the collectivity inferred from the TRK sum rule, the GDR is qualitatively interpreted as a collective motion of nucleons from a macroscopic perspective. One of the most famous pictures was proposed by Goldhaber and Teller [22]. In their model, the GDR is attributed to the linear oscillation of the rigid spheres composed of protons and neutrons. The proton sphere and the neutrons sphere move alternatively around the center of mass in opposite phase. This oscillation is driven by the resilience force


Figure 1.4: Resonance energy of the GDR taken from Ref. [21]. The sources of experimental data are indicated with the shape of markers. The solid line shows the trend described by Eq. (1.15), whereas the dashed line depict another trend formula proposed in Ref. [21].
stemming from the symmetry energy at the marginal region where only either protons or neutrons exist. This condition results in the hypothesis that the resonance energy of the GDR is proportional to $A^{-1 / 6}$. Another well known point of view regarding the GDR was the one described by Steinwedel and Jensen [23]. They portrayed the GDR as the convection of the proton and neutron fluids. These fluids were treated as hydrodynamic irrotational flows, and their densities varied while keeping their total density. From this consideration, the resonance-energy trend which obeys $A^{-1 / 3}$ is derived. In fact, the GDR in heavy nuclei is thought to be in the intermediate case of these two pictures. The resonance energy $E_{m}$ for various nuclei are shown in Fig. 1.4. The trend of the $E_{m}$ value is well approximated [21] by using the mass number $A$ as

$$
\begin{equation*}
E_{m} \sim 3.12 A^{-\frac{1}{3}}+20.6 A^{-\frac{1}{6}}(\mathrm{MeV}) \tag{1.15}
\end{equation*}
$$

which is shown with the solid line in Fig. 1.4. One can see the good agreement with the data and this formula in heavy nuclei.

The origin of the high collectivity of the GDR is explained from a microscopic point
of view. The schematic model [24] is quite simple but instructive one. The explanation below mainly owes to the descriptions in Refs. [12, 13, 14]. Therein, one-particle-onehole ( 1 p 1 h ) excitation from a ground state of closed-shell nuclei is considered. The wave function of a $1 \mathrm{p}-1 \mathrm{~h}$ state with a hole in a single-particle state $m$ and a particle in a single-particle state $i$ is written as,

$$
\begin{equation*}
\left|m i^{-1}\right\rangle=\hat{a}_{m}^{\dagger} \hat{a}_{i}|0\rangle, \tag{1.16}
\end{equation*}
$$

where $|0\rangle$ is the ground-state wave function. $\hat{a}_{i}^{\dagger}$ and $\hat{a}_{i}$ are the creation and annihilation operators of a single particle state $i$. Such states are not eigenstates of the general two-body Hamiltonian

$$
\begin{equation*}
\hat{H}=\sum_{k_{1}, k_{2}} t_{k_{1} k_{2}} \hat{a}_{k_{1}}^{\dagger} \hat{a}_{k_{2}}+\frac{1}{2} \sum_{k_{1} k_{2} k_{3} k_{4}} v_{k_{1} k_{2} k_{3} k_{4}} \hat{a}_{k_{1}}^{\dagger} \hat{a}_{k_{2}}^{\dagger} \hat{a}_{k_{3}} \hat{a}_{k_{4}} . \tag{1.17}
\end{equation*}
$$

By solving the variation problem

$$
\begin{equation*}
\delta(\langle\Psi| \hat{H}|\Psi\rangle-E\langle\Psi \mid \Psi\rangle)=0 \tag{1.18}
\end{equation*}
$$

for the $1 \mathrm{p}-1 \mathrm{~h}$ excited states $|\Psi\rangle$ such that

$$
\begin{equation*}
|\Psi\rangle=\sum_{m, i} c_{m i}\left|m i^{-1}\right\rangle \tag{1.19}
\end{equation*}
$$

the Tamm-Dancoff equations

$$
\begin{equation*}
\sum_{j n}\left[\left(\varepsilon_{m}-\varepsilon_{i}\right) \delta_{m n} \delta_{i j}+\left\langle m i^{-1}\right| \bar{v}\left|n j^{-1}\right\rangle\right] c_{n j}=E c_{m i} \tag{1.20}
\end{equation*}
$$

is derived. Here, $\varepsilon_{i}$ is a single particle energy of the state referred by $i$, and $\bar{v}$ symbolizes the antisymmetrized matrix element of the two-body residual interaction term $v$ in Eq. (1.17). In the trial wave function Eq. (1.19), only the single-particle level above (below) the Fermi level is assigned to the particle state $m$ (the hole state $i$ ). The Tamm-Dancoff equation Eq. (1.20) represents the net single-particle energy of the $1 \mathrm{p}-1 \mathrm{~h}$ state $\left(\left|m i^{-1}\right\rangle\right)$, namely $\varepsilon_{m}-\varepsilon_{i}$, is modified by couplings to the other $1 \mathrm{p}-1 \mathrm{~h}$ configurations due to the residual interaction. Following the assumption in Ref. [24], the antisymmetrized matrix element is separated as

$$
\begin{equation*}
\left\langle m i^{-1}\right| \bar{v}\left|n j^{-1}\right\rangle \sim \lambda D_{m i}^{*} D_{n j} \tag{1.21}
\end{equation*}
$$

This approximation is equivalent to replacing the switching of the particle-hole pairs with sequential pair annihilation $\left(D_{n j}\right)$ and pair creation $\left(D_{m i}^{*}\right)$. The sign of the coefficient $\lambda$ depends on the nature of the residual interaction: it is negative for attractive channels and positive for repulsive channels. Inserting Eq. (1.21) into the Tamm-Dancoff equation Eq. (1.20) an eigenvalue equation

$$
\begin{equation*}
\frac{1}{\lambda}=\sum_{m i} \frac{\left|D_{m i}\right|^{2}}{E-\varepsilon_{m}+\varepsilon_{i}} \tag{1.22}
\end{equation*}
$$

is finally obtained. Letting the number of possible combinations of the particle-hole levels be $N$, this equation has $N$ eigenenergy solutions except for the case $\lambda= \pm \infty$. These solutions are grouped into the two categories. $N-1$ of them are trapped between the single-particle energy $\tilde{\varepsilon}_{i^{\prime}}$ and $\tilde{\varepsilon}_{i^{\prime}}+1$. Here, $\tilde{\varepsilon}_{i^{\prime}}$ is defined as the particle-hole energy $\varepsilon_{m}-\varepsilon_{i}$ which is the $i^{\prime}$-th smallest among the all possible combination of $m$ and $i$. On the other hand, the other solution takes a value between $\tilde{\varepsilon}_{N}$ and $+\infty\left(-\infty\right.$ and $\left.\tilde{\varepsilon}_{1}\right)$ when the parameter $\lambda$ is a positive (negative) value. This solution is attributed to the collective excited state. Especially in the case that all the particle-hole states $\left(\left|m i^{-1}\right\rangle\right)$ degenerate, the eigenenergy of the collective state is

$$
\begin{equation*}
E=\varepsilon+\lambda \sum_{m i}\left|D_{m i}\right|^{2}, \tag{1.23}
\end{equation*}
$$

whereas those for the other $N-1$ states are $\varepsilon$. Here, $\varepsilon$ is the particle-hole energy: $\tilde{\varepsilon}_{i^{\prime}}=\varepsilon$ for every $i^{\prime}$. As for the GDR, $\lambda$ is positive because of the isospin $T=1$, and energy of the collective state is larger than the particle-hole energy $\varepsilon$. That is consistent with the fact that the energy of the GDR is larger than the shell-gap energy. In addition, the collective state is written as

$$
\begin{equation*}
\left|\Psi^{c}\right\rangle=\sum_{m i} \frac{D_{m i}}{\sqrt{\sum_{n j}\left|D_{n j}\right|^{2}}}\left|m i^{-1}\right\rangle . \tag{1.24}
\end{equation*}
$$

This equation manifests that the collective state $\Psi^{c}$ is the coherent superposition of all the possible $1 \mathrm{p}-1 \mathrm{~h}$ states. In fact, the transition probability from the ground state to the collective state is given as

$$
\begin{equation*}
\left.\left|\left\langle\Psi^{c}\right| \hat{D}\right| 0\right\rangle\left.\right|^{2}=\sum_{m i}\left|D_{m i}\right|^{2}, \tag{1.25}
\end{equation*}
$$

where the transition operator $\hat{D}$ is defined as

$$
\begin{equation*}
\hat{D}:=\sum_{k k^{\prime}} D_{k k^{\prime}} \hat{a}_{k}^{\dagger} \hat{a}_{k^{\prime}} \tag{1.26}
\end{equation*}
$$

This transition probability completely exhausts the sum of transition probabilities from the ground state to all the possible states This conclusion dovetails with the fact that the GDR uses up the TRK sum-rule value.

The discussions above are well applicable to the GDR in heavy nuclei. In contrast, the situation in lighter nuclei, say $A<40$, is complicated a little [14, 25]. The resonance energy neither obeys the known trend Eq. (1.15), nor its line shape seems to be a single pronounced peak anymore. In light nuclei, the $E 1$ transition-strength function splits into fine peak structures distributing over wider energy range, and thus the total photoabsorption cross section integrated up to 30 MeV no longer exhausts the TRK sum-rule value. These tendencies can be understood as rather the behavior of individual nucleons than the nuclear bulk property is relatively more important in light nuclei. As a matter of fact, the photoabsorption cross section drastically varies by adding a few nucleons to the system such as C and O isotopes [26]. The fragmentation of the excitation
strength function was quantitatively sketched by the configuration splitting scheme [25]. Therein, the origin of the fragmentation is explained from the single-particle-excitationenergy difference among the different configurations, such as $1 p \rightarrow(s d)$ and $(s d) \rightarrow$ $(f p)$. As a consequence, the complete degeneracy assumed in the schematic model is not achieved, and the strength stemming from the different configurations remains apart.

## 1.2 ${ }^{4} \mathrm{He}$ Photodisintegration

### 1.2.1 Profile of ${ }^{4} \mathrm{He}$ Nuclei

Atomic nuclei are the quantum many-body system existing isolated from the exterior, and its low-energy dynamics are mainly explained from their components, namely protons and neutrons. The nuclear force that acts among nucleons binds protons and neutrons together to form a nucleus. This self-binding nature is one of the distinguishable feature of nuclear system, which is different from the case of atomic system where electrons are trapped by a electric field of a nucleus. Similarly to atomic system, nuclear system also has a property that it is stabilized at the specific nucleon numbers, namely $2,8,20,28$, $50,82,126$, and so on. They are called the nuclear magic number.

General features of the nuclear system, such as the magic numbers, are well explained by the $j j$-coupling shell model [27, 28, 29, 30]. Therein, nucleons are regarded as nearly free particles trapped in an effective mean-field potential. Mutually energetically apart quantum orbits of nucleons (shell) are defined in the potential, and they are categorized with their total spin $j$, orbital angular momentum $l$, and principal quantum number $n$. The energy gap between different shells are considered to provoke the stability at the magic number. That is to say the nuclear system is stabilized when the vacant energetically lowermost orbital get to be fully occupied. The strong spin-orbit force term in the mean field is essential to reproduce the nuclear magic numbers. The shell model would also be a good starting point to explain various features of nuclei other than the magic number.
${ }^{4} \mathrm{He}$ nucleus is the lightest nucleus of doubly-closed shell $(Z=N=2)$ in the context of the shell-model picture. The dominant nucleon configuration of ${ }^{4} \mathrm{He}$ is $\left(\pi 0 s_{1 / 2}\right)^{2}\left(\nu 0 s_{1 / 2}\right)^{2}$, or two protons and two neutrons fully occupy the lowest s-orbit $(l=0)$ with a principal quantum number $n=0$ and a total spin $j=1 / 2$. Nucleons in ${ }^{4} \mathrm{He}$ are bound by a binding energy of 28.30 MeV . The binding energy per nucleon of ${ }^{4} \mathrm{He}$ is by far the largest value among those of neighboring nuclei. According to the ab-initio calculations $[31,32]$, the tensor force caused by the one-pion exchange is a key ingredient of this tight binding. Therein, the binding energy of the ${ }^{4} \mathrm{He}$ was reproduced from the sum of the kinetic $(\sim+102 \mathrm{MeV})$ and potential ( $\sim-128 \mathrm{MeV}$ ) energies, and the contribution of the tensor force to the potential energy was estimated to be approximately 68 MeV , which was more than a half of the expectation value of total potential energy. Taking into account a configuration mixing due to the tensor force [33], the ground state of ${ }^{4} \mathrm{He}$
contains several $\%$ contributions from the $2 \mathrm{p}-2 \mathrm{~h}$ configurations $\left[\left(0 s_{1 / 2}\right)_{10}^{2}\left(0 p_{1 / 2}\right)_{10}^{2}\right]_{00}$ that contain a $p n$ pair occupying high energy orbits. Here, two subscripts of orbitals indicate spins and isospins, respectively. This situation is similar to the fact that the ${ }^{2} \mathrm{H}$ ground state are composed of both large amount of the S-wave component and a fraction of the D-wave component.

The excitation level of ${ }^{4}$ He known so far is summarized in Fig. 1.5 [34]. Due to the tight binding between nucleons, the particle decay threshold energy is larger compared with that of the nuclei nearby in the nuclear chart. The excitation energies to the first excited state of closed-shell nuclei tend to increase because intra-shell transitions are forbidden by the Pauli blocking. As for ${ }^{4} \mathrm{He}$, there are no low-lying excitation level observed below the decay threshold.

The GDR of ${ }^{4} \mathrm{He}$ is considered to exist in the excitation-energy region around several tens MeV . As seen in Fig. 1.5, the energy of the GDR is larger than the $Q$ values of the particle decay reaction, which are $Q_{n}=20.578 \mathrm{MeV}$ and $Q_{p}=19.815 \mathrm{MeV}$ for $(\gamma, n)$ and $(\gamma, p)$ reactions, respectively. Thus, the photoabsorption cross sections in the energy region around the GDR is well approximated with

$$
\begin{equation*}
\sigma_{\mathrm{tot}}(E) \sim \sigma(\gamma, n)+\sigma(\gamma, p) \tag{1.27}
\end{equation*}
$$

That is because the reaction channels competing with $(\gamma, n)$ and $(\gamma, p)$ channels, such as $(\gamma, d)$ and more than three body channel, are hindered due to the isospin selection rule and the decay-phase space.

### 1.2.2 Topics Regarding Nucleon Few-Body Calculations

Precise theoretical calculations based on realistic nuclear interactions have recently been conducted in the light nuclear systems. Such computational techniques are referred to as ab initio methods. Low-energy photodisintegration reaction of light nuclei is a good research subject of the $a b$ initio calculations. That is because the simplicity of the photoabsorption cross sections [Eq. (1.7)] in the long-wavelength approximation. Actually, theoretical photoabsorption and photodisintegration cross sections of ${ }^{4} \mathrm{He}$ obtained with the $a b$ initio methods have been reported by many researchers. These results will be reviewed in Chap. 1.3. In the circumstances, reliable experimental cross sections play important roles to benchmark the computational methods and, moreover, the nuclear interaction adopted. Here, common knowledge on nuclear interactions and some computational methods applied in ab initio calculations will be introduced.

Nuclear 2-Body and 3-Body Interactions The Nucleon-Nucleon (NN) interaction, that binds nucleons together overcoming the Coulomb repulsive force, has been one of the long-standing research subjects in the field of nuclear physics. Yukawa presented the oldest theory of nuclear force in which a particle of a mass $2 \times 10^{2}$ times as large as the electron mass exchanged between nucleons was assumed [35]. Later, the particle


Figure 1.5: Known levels of ${ }^{4} \mathrm{He}$ compiled by the Nuclear Data Group at Triangle University Nuclear Laboratory (TUNL) [34]. The energy levels are plotted in a vertical scale giving the center of mass energy in MeV relative to the ${ }^{4} \mathrm{He}$ ground state. Each excitation level is labeled by its excitation energy, spin, parity $\left(J^{\pi}\right)$, and isospin $(T)$. Other horizontal lines mark the threshold energies of the ${ }^{4} \mathrm{He}$ formation reactions (left) and the decay to multi-particle sub-systems (right). Typical excitation function of some reactions are also depicted with the curves above the threshold-energy lines. Numbers at the tops of the vertical arrows indicate the highest energies in the laboratory system reached by experimental studies regarding the corresponding reaction performed before the publication of Ref. [34], or 1992. Note that the excitation function of the $(\gamma, p)$ reaction (the solid curve over the ${ }^{4} \mathrm{He}+\gamma$ line) is about twice as large as that of the $(\gamma, n)$ reaction (the dashed curve over the ${ }^{4} \mathrm{He}+\gamma$ line), which reflects the experimental status in 1980s. The situation will be explained later (see Fig. 1.13).
was attributed to the $\pi$-meson. This One-Pion-Exchange-Potential (OPEP) is commonly accepted picture of the long range behavior of the NN interaction, even today.

The NN interaction shows various aspects depending on the distance between two nucleons $r$. That is usually divided into three parts [37] as shown in Fig. 1.6.
(a) The long-range (LR) part: the attractive force in the region $r \geq 2 \mathrm{fm}$ is described by the OPEP. That leads the potential [36]

$$
\begin{equation*}
V_{\mathrm{OPEP}}^{(1)}(\boldsymbol{r})=\frac{g_{\pi}^{2}}{3}\left(\boldsymbol{\tau}_{1} \cdot \boldsymbol{\tau}_{2}\right)\left[\frac{e^{-\mu r}}{r}\left(\boldsymbol{\sigma}_{1} \cdot \boldsymbol{\sigma}_{2}\right)+\left(1+\frac{3}{\mu r}+\frac{3}{(\mu r)^{2}}\right) \frac{e^{-\mu r}}{r} S_{12}\right], \tag{1.28}
\end{equation*}
$$

where the range parameter $\mu$ is relevant to the mass of $\pi$-meson as $\mu=m_{\pi} c / \hbar$. The tensor operator $S_{12}$ is defined as

$$
\begin{equation*}
S_{12}=\frac{3\left(\boldsymbol{\sigma}_{1} \cdot \boldsymbol{r}\right)\left(\boldsymbol{\sigma}_{2} \cdot \boldsymbol{r}\right)}{r^{2}}-\left(\boldsymbol{\sigma}_{1} \cdot \boldsymbol{\sigma}_{2}\right) . \tag{1.29}
\end{equation*}
$$

Here, the spin and isospin of each nucleon are written with $\boldsymbol{\sigma}$ and $\boldsymbol{\tau}$, respectively, and the subscripts ( 1 or 2 ) indicate the particle indexes. In addition, $\boldsymbol{r}$ is the relative positions of nucleons, and $g_{\pi}$ is the coupling constant obtained from meson-nucleon scattering experiments. As seen in Eq. (1.28), the typical interaction range of meson exchange is approximately given by $1 / \mu=\hbar /\left(m_{\pi} c\right)$. Thus, the long-range part can be reasonably approximated by the OPEP originated from the lightest meson, or $\pi$ meson, exchange.
(b) The medium range (MR) part: the attractive potential within the distance range of $1 \mathrm{fm} \leq r \leq 2 \mathrm{fm}$ is ascribed to exchange of heavier mesons. The intermediate-range behavior is mainly attributed to scalar meson exchanges. The exchanged scalar meson with a mass of 500 MeV is attributed to so-called $\sigma$ meson, or $f_{0}(500)$. The $f_{0}(500)$ is observed as a $\pi \pi$ S wave resonance with a very broad width ( $\Gamma \sim 250 \mathrm{MeV}$ ) [8], and the scalar meson exchange is occasionally interpreted as a two-pion exchange.
(c) The short range (SR) part: the vector boson exchange results in the short range repulsion in $r \leq 1 \mathrm{fm}$. This process can also be attributed to a multi-pion exchange. The hard-core potential at the inner most region is considered to stem from the repulsion between quarks in nucleons.

Thanks to the high-precision experimental NN scattering data, the NN interaction below $T_{\text {lab }}=500 \mathrm{MeV}$ is well known both qualitatively and quantitatively. The NN interaction is expressed in formulations based on different standing-points. These formulation styles are classified with three categories.
(i) Phenomenological Model: the NN potential is represented by the sum of potentials allowed by the symmetry requirement, such as rotation, translation, and isospin. The potentials included in this summation are products of the $r$-dependent potential part and the rest parts, such as the central $(I)$, spin-spin $\left(\boldsymbol{\sigma}_{1} \cdot \boldsymbol{\sigma}_{2}\right)$, spin-orbit $(\boldsymbol{L} \cdot \boldsymbol{S})$, and tensor $\left(S_{12}\right)$ interactions. The potential parts are responsible to the behavior in different ranges: the OPEP is employed in the LR, whereas fully-phenomenological potential is used in the MR and SR. This kind of potentials have numbers of free parameters that


Figure 1.6: General scheme for Nucleon-Nucleon (NN) potential taken from Ref. [36]. The potential energy between two nucleons are plotted with respect to their separations. The behavior of the potential is sorted with the separation length into three parts: longrange, medium-range, and short-range parts. Each part is sectioned with the dashed vertical lines.
must be determined form experimental data. This flexibility is the strong point of this formalism, but the connection to the physical background is rather weak. Examples of the phenomenological models are the Hamada-Johnston potential [38], the Urbana-group potentials (e.g., UrbanaV14 [39]) , the Argonne-group potentials (e.g., ArgonneV14 [40], ArgonneV18 [41]), and so on. Recent high-quality phenomenological potentials achieved successes in fitting the NN-scattering data globally within the accuracy of a reduced $\chi^{2}$ of nearly 1 (e.g. $\chi^{2}$ per datum of 1.09 for $4301 p p$ and $n p$ data in the energy range of $0-350 \mathrm{MeV}$ [41]).
(ii) Boson Exchange Model: the NN potential is explained with various one boson exchanges (OBEP). In addition to $\pi$-mesons, which are the lightest pseudo-scalar mesons, the potential is built with the phenomenological exchange of other pseudo-scalar $\left[J^{\pi}=0^{-}: \eta(549), \eta^{\prime}(958)\right.$ etc.], vector $\left[J^{\pi}=1^{-}: \rho(769), \omega(783), \phi(1020)\right.$ etc.], and scaler mesons $\left[J^{\pi}=0^{+}: f_{0}(500)\right.$ etc.]. The basic features of the potential in the LR, such as tensor interactions, are mainly explained by $\pi$ - and $\phi$-meson exchanges, and the repulsive force and the spin-orbit force in the SR is understood from an $\omega$-meson exchange. The attractive force in the MR is result from $\rho$ - and $\sigma$-meson exchanges, or two-pion exchanges. Some examples of the potentials classified in this class are the one given by the Paris group [42], the Bonn group [43], and the Nijmegen group [44]. Although the agreement with the data is slightly inferior to those of the full phenomenological potentials and potentials derived from chiral-EFT, the experimental data for the LR and MR parts are reproduced well by the OBEP potential.
(iii) The model based on quantum chromodynamics (QCD): the NN potential is explained with the effective model based on QCD. One major example is one derived from the chiral perturbation theory (ChPT). Chiral symmetry, or the symmetry between the quarks with opposite helicities, is spontaneously broken in the energy below the energy scale $\Lambda_{\mathrm{QCD}} \sim 1 \mathrm{GeV}$. Below $\Lambda_{\mathrm{QCD}}$, the effective field theory (chiral effective field theory: ChEFT) for pions and nucleons, rather than quarks and gluons, can be constructed as a low-energy limit of QCD [45]. Within this effective theory, the NN potential was derived from the perturbative expansion of the Feynman diagrams involving NN scattering with the order of $\left(Q / \Lambda_{\mathrm{QCD}}\right)^{\nu}$, where $Q$ is a momentum or pion mass [46, 47]. The reproductivity of NN data by the potential derived from ChPT improves when the order of chiral expansion increases. The high-quality NN-potential calculated taking into account the next-to-next-to-next-to-leading order $\left(\mathrm{N}^{3} \mathrm{LO}\right)$ of the expansion is presented by several groups, for example the Idaho group [48], whose accuracy of the reproduction is comparable to the phenomenological high-precision ArgonneV18 potential [41].

The characteristics of the individual NN-interaction models are extensively discussed in Ref. [36].

As pointed out by Primakoff in 1939 [49], multi-body force such as three-nucleon force (3NF) also give significant contributions to the nuclear system with $A \geq 3$. One of the commonly accepted pictures of 3NF's effect in the nuclear system is the Fujita-Miyazawa force [50]. The process considered in the Fujita-Miyazawa force is originated from sequential exchanges of two $\pi$-meson via the intermediate state with a $\Delta$ baryon: a pion is
emitted from a nucleon is absorbed by another nucleon to form $\Delta$ baryon, the $\Delta$ baryon emits a pion again to decay into a nucleon, and the other nucleon absorbs the pion remaining a nucleon. This diagram is irreducible within the description by nucleon degrees of freedom. In fact, the 3NF plays essential roles in the nuclear structure calculations. It is well known that the 3 nucleon bound state, namely ${ }^{3} \mathrm{H}$ and ${ }^{3} \mathrm{He}$, are theoretically unbound without 3NF [31]. Moreover, binding energies of light nuclei $(A \geq 3)$ are underestimated compared to the experimental values from the Green's function Monte-Carlo method using the high-precision phenomenological NN interaction (ArgonneV18 [41]), but this discrepancy is resolved by adding 3NF [51]. In addition, the saturation density in nuclear matter is not reproduced without 3NF [52]. As examples of 3NF models, we mention the $2 \pi$-exchange Tucson Melbourne (TM) [53], its derivative model given by the Brazilian group [54], and the phenomenological model so called Urbana IX 3NF [55]. Furthermore, 3NF potentials are even able to be derived from the ChPT. The 3NF calculated with the chiral expansion up to next-to-next-to-leading order $\left(\mathrm{N}^{2} \mathrm{LO}\right)$ was published by Kolck et al. [56] and Epelbaum et al. [57].

Even the NN anf 3N interactions are understood precisely, such realistic potentials are not normally employed in the nuclear structure calculations for many-body systems. Instead, the effective interactions, that are in quite simple forms compared to the bare NN interaction, are used as the interactions between nucleons in the nuclear medium. This prescription is taken mainly due to computational difficulty using the bare NN interaction and enjoys success in the nuclear structure calculations. In order to avoid divergence of the two-body matrix element due to the hard-core contained in realistic NN interaction, the NN interaction is divided into two parts: one is renormalized in the propagator as a one-body mean potential, and the rest part is the origin of the effective interaction. The effective interaction is systematically evaluated from the rest part of NNinteractions by using the G-matrix or the Brueckner-Bethe-Goldstone theory [58, 59, 60]. The derivation of the effective interaction and its application are reviewed in Ref. [61]. Some shell-model calculations [62,63] are actually performed on the basis of the effective interaction derived from the realistic NN interactions, such as the Bonn potential [43] and the Paris potential [42]. However, in many case, more simplified effective interactions [64] which are not necessarily rigorously supported by underlying NN interaction are employed. It is obvious that the theoretical calculation performed with the realistic NN and 3 N interactions are more preferable, if possible. Modern ab initio calculations meet that requirement.

Ab initio Calculations in Nuclear Few-Body System The ab initio calculation is also referred as the first principle calculation as it can be understood from the meaning of the latin word "ab initio", namely "from the beginning". In the context of the computational chemistry, the ab initio calculation originally implies that it is based on no experimental data other than the fundamental constants. However, this name is ambiguously used in the field of nuclear physics. According to definitions by some experts ${ }^{1}$,

[^0]the essences of the nuclear $a b$ initio calculation are summarized as follows [65, 66, 67].

- The calculation aims to solve many-body problems regarding nucleon degrees of freedom.
- As for the interaction among nucleons, the realistic NN and 3N interactions are employed. Especially, one derived from the chiral EFT is preferred.
- Attentions are paid to control the approximation or truncation applied in the calculation, thereby maximizing predictive capability.

As can be seen from the listing above, the $a b$ initio calculation does not mean a specific theoretical framework.

The $a b$ initio calculation is mainly performed in few-nucleon systems. Theoretical frameworks actually applied in the ab initio calculations for the few-nucleon systems are reviewed in Refs. [68, 69]. Here, some major frameworks therein are introduced in the point of view of application to the ${ }^{4} \mathrm{He}$ photodisintegration following the descriptions in Refs. [68, 69].

Generally speaking, dynamics of a system of $A$-nucleons with mass $m$ is governed by the nuclear Hamiltonian

$$
\begin{align*}
\hat{H} & =\hat{T}+\hat{V}  \tag{1.30}\\
& =\sum_{i}^{A} \frac{\hat{\boldsymbol{p}}_{i}^{2}}{2 m}-\frac{\hat{\boldsymbol{P}}_{\mathrm{CM}}^{2}}{2 A m}+\sum_{i<j}^{A} \hat{V}_{i j}+\sum_{i<j<k}^{A} \hat{V}_{i j k} . \tag{1.31}
\end{align*}
$$

Here, $\boldsymbol{p}_{i}$ and $\boldsymbol{P}_{\mathrm{CM}}$ are the momentum of the $i$-th nucleon and the center of mass momentum. In addition, $V_{i j}$ and $V_{i j k}$ are realistic NN and 3 N potentials. The dynamics of the system must fulfill the Schrödinger equation,

$$
\begin{equation*}
(\hat{H}-E)|\Psi\rangle=0, \tag{1.32}
\end{equation*}
$$

where $E$ and $|\Psi\rangle$ denote one of the eigenenergies and eigenfunctions of $\hat{H}$. When the eigenenergy $E$ is below the break-up threshold ( $E_{\text {th }}$ ) of the $A$-nucleon system, this function is solved as a mere eigenvalue equation regarding the localized function $|\Psi\rangle$. On the other hand, in case for $E>E_{\text {th }}$, Eq. (1.32) must be solved under appropriate boundary conditions such as asymptotic boundary condition because $|\Psi\rangle$ is not localized around the origin $\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{j}=\mathbf{0}\right)$, or a continuum state. Only if $A=2$, the Lippmann-Schwinger equation enable one to apply asymptotic boundary condition automatically. However,

[^1]some kinds of techniques are necessary to solve the equation in the case for both $E>E_{\text {th }}$ and $A \geq 3$. The photodisintegration reaction of ${ }^{4} \mathrm{He}$ is one of the typical cases of that.

The total photoabsorption cross section is given in the long-wavelength limit as

$$
\begin{equation*}
\sigma_{\gamma}=\frac{4 \pi^{2}}{\hbar c} E_{\gamma} R\left(E_{\gamma}\right) \tag{1.33}
\end{equation*}
$$

where $R$ is the dipole response function,

$$
\begin{equation*}
\left.R\left(E_{\gamma}\right)=\int d f\left|\left\langle\Psi_{f}\right| \hat{D}_{z}\right| \Psi_{i}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-E_{\gamma}\right) \tag{1.34}
\end{equation*}
$$

Here, $\hat{D}_{z}$ is the electric dipole operator, it is given as, for example, $\hat{D}_{z}(\boldsymbol{r})=\sum_{i}^{A} e / 2(1-$ $\left.\tau_{3}\right) \delta\left(\boldsymbol{r}_{i}-\boldsymbol{r}\right) z$, if one assumes point-charge distribution of proton. The integral $\int d f$ represents the summation over all the possible final states $\Psi_{f}$. This equation is equivalent to Eq. (1.7). In addition to Eq. (1.33), the coupling between nuclear final state $\Psi_{f}$ and the exit channels must be taken into account to calculate the photodisintegration cross sections.

The complication in Eqs. (1.33) and (1.34) is the final state $|\Psi\rangle$ is inevitably a continuum state composed of four nucleons. This difficulty is solved by some computational techniques to transform the continuum problem to the eigenvalue problem for the localized basis.

The Lorentz integral transform (LIT) [70] is one promising trick to handle the continuum. This method is based on the transformation of $R\left(E_{\gamma}\right)$ with the Lorentz kernel defined by parameters $\sigma_{R}$ and $\sigma_{I}$ as

$$
\begin{align*}
& L\left(\sigma_{r}, \sigma_{I}\right)=\int d E_{\gamma} \frac{R\left(E_{\gamma}\right)}{\left(E_{\gamma}-\sigma_{R}\right)^{2}+\sigma_{I}^{2}}  \tag{1.35}\\
&=\int d f \frac{\left.\left|\left\langle\Psi_{f}\right| \hat{D}_{z}\right| \Psi_{i}\right\rangle\left.\right|^{2}}{\left(E_{f}-E_{i}-\sigma_{R}\right)^{2}+\sigma_{I}^{2}}  \tag{1.36}\\
&=\left\langle\Psi_{i}\right| \hat{D}_{z}^{\dagger} \frac{1}{\hat{H}-E_{i}-\sigma_{R}+i \sigma_{I}} \hat{H}-E_{i}-\sigma_{R}-i \sigma_{I}  \tag{1.37}\\
& D_{z}\left|\Psi_{i}\right\rangle  \tag{1.38}\\
&=\langle\tilde{\Psi} \mid \tilde{\Psi}\rangle
\end{align*}
$$

where

$$
\begin{equation*}
|\tilde{\Psi}\rangle:=\frac{1}{\hat{H}-E_{i}-\sigma_{R}-i \sigma_{I}} \hat{D}_{z}\left|\Psi_{i}\right\rangle . \tag{1.39}
\end{equation*}
$$

From the Eq. (1.39), $|\tilde{\Psi}\rangle$ can be obtained by solving the Schrödinger-like equation,

$$
\begin{equation*}
\left(\hat{H}-E_{i}-\sigma_{R}-i \sigma_{I}\right)|\tilde{\Psi}\rangle=\hat{D}_{z}\left|\Psi_{i}\right\rangle . \tag{1.40}
\end{equation*}
$$

As for the transition from the grand state, the right hand side of Eq. (1.40) is the ground-state wave function transformed by the operator $\hat{D}_{z}$, and that result in a short
range function. Since $|\tilde{\Psi}\rangle$ vanishes at large distance, Eq. (1.40) is much simpler to solve than the continuum equation. Once $|\tilde{\Psi}\rangle$ is obtained, the integral transform $L$ in Eq. (1.38) and its inverse transform $R\left(E_{\gamma}\right)$ is calculable. Difficulties stemming from the inversion transform and the prescription for it are discussed in Ref. [71].

The complex scaling method (CSM) [72] is another trick to avoid the difficulties relevant to continuum wave function. The CSM is based on the idea that asymptotic behavior of continuum wave function is localized if the transformation,

$$
\begin{equation*}
U(\theta): \boldsymbol{r} \rightarrow \boldsymbol{r} e^{i \theta}, \boldsymbol{p} \rightarrow \boldsymbol{p} e^{-i \theta} \tag{1.41}
\end{equation*}
$$

is introduced. If one applies the rotational transformation $U(\theta)$ to the outgoing wave $\Psi^{s c} \sim \exp (i k r) / r$, where $k=\sqrt{2 \mu E} / \hbar$, the corresponding wave function $\bar{\Psi}^{s c}$ dumps exponentially $\sim \exp (-k r \sin \theta)$ as $r$ increases. This fact enables one to convert continuum problems into a bound-state problem. The summation for the final state leads the strength function Eq. (1.34) to

$$
\begin{equation*}
R\left(E_{\gamma}\right)=-\frac{1}{\pi} \operatorname{Im}\left\langle\Psi_{\mathrm{i}}\right| \hat{D}_{z}^{\dagger} \frac{1}{E_{\gamma}-\hat{H}+E_{i}+i \epsilon} \hat{D}_{z}\left|\Psi_{\mathrm{i}}\right\rangle . \tag{1.42}
\end{equation*}
$$

Applying the transformation on Eq. (1.42), the response function leads to

$$
\begin{align*}
R\left(E_{\gamma}\right)= & -\frac{1}{\pi} \operatorname{Im}\left\langle\Psi_{\mathrm{i}}\right| \hat{D}_{z}^{\dagger} U^{-1} \frac{1}{E_{\gamma}-\hat{H}(\theta)+E_{i}+i \epsilon} U \hat{D}_{z}\left|\Psi_{\mathrm{i}}\right\rangle  \tag{1.43}\\
= & -\frac{1}{\pi} \operatorname{Im}\left\langle\Psi_{\mathrm{i}}(\theta)\right| U \hat{D}_{z}^{\dagger} U^{-1} \frac{1}{E_{\gamma}-\hat{H}(\theta)+E_{i}+i \epsilon} U \hat{D}_{z} U^{-1}\left|\Psi_{\mathrm{i}}(\theta)\right\rangle  \tag{1.44}\\
= & -\frac{1}{\pi} \operatorname{Im}\left\langle\Psi_{\mathrm{i}}(\theta)\right| \hat{D}_{z}^{\dagger}(\theta) \frac{1}{E_{\gamma}-\hat{H}(\theta)+E_{i}+i \epsilon} \hat{D}_{z}(\theta)\left|\Psi_{\mathrm{i}}(\theta)\right\rangle  \tag{1.45}\\
= & -\frac{1}{\pi} \sum_{\lambda, \lambda^{\prime}} \operatorname{Im}\left\langle\Psi_{\mathrm{i}}(\theta)\right| \hat{D}_{z}^{\dagger}(\theta)\left|\Psi_{\lambda}(\theta)\right\rangle\left\langle\Psi_{\lambda}(\theta)\right| \frac{1}{E_{\gamma}-\hat{H}(\theta)+E_{i}+i \epsilon}\left|\Psi_{\lambda^{\prime}}(\theta)\right\rangle \\
& \times\left\langle\Psi_{\lambda^{\prime}}(\theta)\right| \hat{D}_{z}(\theta)\left|\Psi_{i}(\theta)\right\rangle  \tag{1.46}\\
= & -\frac{1}{\pi} \sum_{\lambda} \operatorname{Im} \frac{\left\langle\Psi_{\mathrm{i}}(\theta)\right| \hat{D}_{z}^{\dagger}(\theta)\left|\Psi_{\lambda}(\theta)\right\rangle\left\langle\Psi_{\lambda^{\prime}}(\theta)\right| \hat{D}_{z}(\theta)\left|\Psi_{\mathrm{i}}(\theta)\right\rangle}{\mathrm{E}_{\gamma}-\mathrm{E}_{\lambda}(\theta)+\mathrm{E}_{\mathrm{i}}+\mathrm{i} \epsilon} \tag{1.47}
\end{align*}
$$

Here, the complex scaled operator $\hat{O}(\theta)$ is defined as

$$
\begin{equation*}
\hat{O}(\theta):=U(\theta) \hat{O} U^{-1}(\theta) \tag{1.48}
\end{equation*}
$$

and the transformed wave function is given as

$$
\begin{equation*}
\left|\Psi_{\lambda}(\theta)\right\rangle:=U(\theta)|\Psi\rangle \tag{1.49}
\end{equation*}
$$

The wave function is derived from the complex-Schrödinger-like equation

$$
\begin{equation*}
\left(\hat{H}(\theta)-E_{\lambda}(\theta)\right)\left|\Psi_{\lambda}(\theta)\right\rangle=0 \tag{1.50}
\end{equation*}
$$

Since the complex scaled function is localized, Eq. (1.50) can be solved as a eigenenergy problem of bound states. If $\theta$ is a positive value large enough, $E_{\lambda}(\theta)$ is independent from the choice of $\theta$. In order to fulfill this condition, resonance poles on the complex energy plane must be covered by a semicircle integral path defined by the rotated momentum axis [73]. Practically, one must make a choice for a suitable scaling angle $\theta$ examining the response function.

By combining these methods and the realistic NN and 3 N interactions, the dipole response function and then the photoabsorption cross sections can be derived without relying on any empirical parameters. Moreover, the $a b$ initio method is applicable to more general problems that is experimentally difficult to be tackled with. Inversely, one can assess the reliability of the calculation methods and the knowledge on the nucleon interaction from the comparison with a reliable experimental cross section. The low energy photodisintegration cross section would be a suitable benchmark because the transition is approximately governed by a single dipole operator which is easy to handle theoretically.

### 1.2.3 Astrophysical Interests

Reliable experimental cross-sections of ${ }^{4} \mathrm{He}$ photodisintegration reactions are desperately needed not only from the perspective of nuclear structure but also from that of nuclear astrophysics. That is because the ubiquity of the ${ }^{4} \mathrm{He}$ in the universe. In this section, the importance of the ${ }^{4} \mathrm{He}$ in the universe will be first introduced. Then, some nuclear astrophysical impacts of ${ }^{4} \mathrm{He}$ photodisintegration will be reviewed.
${ }^{4} \mathrm{He}$ in the universe ${ }^{4} \mathrm{He}$ is the most abundant nucleus in the universe second to ${ }^{1} \mathrm{H}$, and, as it were, an important building block of the universe. Roughly speaking, the mass fractions of the universe is viewed to be occupied by three forth of ${ }^{1} \mathrm{H}$, one forth of ${ }^{4} \mathrm{He}$, and about one order smaller fractions of other elements. Almost all the ${ }^{4} \mathrm{He}$ nuclei are considered to be produced in the very early phase of the universe, namely the Big Bang era. The Big Bang nucleosynthesis is reviewed in Sec. 23 in Ref. [8]. When approximately $10^{-4} \mathrm{~s}$ passed from the beginning of the universe, the temperature of the universe was cooled down to the QCD phase transition temperature. Thereafter, the universe had been filled with the leptons and baryons, not quarks and gluons. These particles were in a chemical equilibrium governed by the bidirectional reactions such as

$$
\begin{equation*}
n \leftrightarrow p+e^{-}+\bar{\nu}_{e} . \tag{1.51}
\end{equation*}
$$

The neutrons to protons number ratio $n_{n} / n_{p}$ was defined in the equilibrium defined with the temperature $T$ as,

$$
\begin{equation*}
\frac{n_{n}}{n_{p}}=\exp \left(-\frac{\Delta m}{T}\right), \tag{1.52}
\end{equation*}
$$

where $\Delta m$ is the mass difference between a proton and a neutron, 1.293 MeV . The protonneutron interconversion rate $\Gamma_{p n}$ was approximately estimated to be $\Gamma_{p n} \sim G_{F}^{2} T^{5}$. Here,
$G_{F}$ is the Fermi coupling constant. While $T$ was large enough, the number ratio was almost 1. As time passed, $T$ dropped and consequently the neutron-to-proton ratio also decreased. The expansion rate of the universe $H$ was evaluated as $H \sim \sqrt{g_{*} G_{N}} T^{2}$. Here, $g_{*}$ and $G_{N}$ are the numbers of relativistic particle species involving the energy density in radiation and the Newtonian constant of gravitation, respectively. When the speed of the expansion overwhelmed the interconversion rate, the equilibrium was no longer maintained. The critical temperature $T_{c}$ would be approximately at the point that these rates got equal,

$$
\begin{equation*}
T_{c} \sim\left(\frac{g_{*} G_{N}}{G_{F}^{4}}\right)^{\frac{1}{6}} \sim 1 \mathrm{MeV} \tag{1.53}
\end{equation*}
$$

The neutron-to-proton ratio at $T=T_{c}$ was freezed out except for the spontaneous $\beta$ decay of neutrons. By taking into account the $\beta$-decay, the ratio dropped to $n_{n} / n_{p} \sim 1 / 7$ by the time nuclear reactions began. Assuming all the neutrons left at that time were exhausted to produce ${ }^{4} \mathrm{He}$ nuclei combined with the same amount of protons, the mass ratio of ${ }^{4} \mathrm{He}$ over ${ }^{1} \mathrm{H}$ resulted in $1 / 3$, and that is consistent with the present abundance ratio. This fact supports the perspective that almost all the ${ }^{4} \mathrm{He}$ nuclei was generated during the Big Bang nucleosynthesis (BBN).

In addition, ${ }^{4} \mathrm{He}$ nuclei produced via the proton-proton chain (pp-chain) reaction in stars have been one of the key ingredients in the nuclear reactions proceeding in the various sites. The most prominent example is the triple-alpha process in stars. This is a nuclear fusion process in which three alpha particles coalesce. This process is considered to proceed through three-steps: a merger of two ${ }^{4} \mathrm{He}$ nuclei composes a ${ }^{8} \mathrm{Be}$ nucleus, the other ${ }^{4} \mathrm{He}$ particle is sticked by the ${ }^{8} \mathrm{Be}$ nucleus to form a resonance state of ${ }^{12} \mathrm{C}$, and the ${ }^{12} \mathrm{C}$ nucleus is de-excited to its ground state. In order this sequence to happen, each steps must finish in a very short time shorter than their inverse processes. Thus, the ${ }^{4} \mathrm{He}$-rich environment at high-temperature and the circumstance of rich ${ }^{4} \mathrm{He}$ nuclei, which realizes only in heavy stars, not in the Big Bang, is essential. Elements heavier than ${ }^{12} \mathrm{C}$ is considered to produced via this process. In order to explain the abundance of heavy elements, a ${ }^{12} \mathrm{C}$ resonance state at the suitable excitation energy is required. This state was first predicted by Hoyle [74], and experimentally discovered later. This resonance, so-called the Hoyle state [75], is also of interest from a point of view of the nuclear structure because the state is considered to be a cluster state consisting of three ${ }^{4}$ He nuclei [76].

Nuclear Astrophysical Phenomena Relevant to the ${ }^{4} \mathrm{He}$ photodisintegration The cross section of the ${ }^{4} \mathrm{He}$ photodisintegration reaction in the GDR-energy region has recently attracted research interest because it is an important aspect for understanding nucleosynthesis in the universe. Here, three of them are introduced.

One example is the $\nu$-process in the He-layer of core-collapse supernovae [77]. Corecollapse supernovae are explosive phenomena that occur at the end of the chemical evolution of massive stars [78]. Before the explosion, onion-like layers of elements are accumulated around the core of the stars. The layer structure evaluated with a supernovae model
is shown in Fig. 1.7. These layers are produced via nuclear fusion reaction process in the star as summarized below. At the beginning, hydrogens in the star coalesce to form a helium. Eventually, all the hydrogens in the star are exhausted, and then, the star starts to shrink because of the absence of the heat released from the hydrogen fusion. Due to the contraction, the temperature in the star is again raised to be high enough to allow helium fusions, which produces carbon and oxygen at the core of the star. Similarly, more heavy elements are produced via sequential fusion reactions, and they forms onion-like layers. In massive stars, the ${ }^{56} \mathrm{Fe}$ core is finally produced in the innermost region of the star. Since ${ }^{56} \mathrm{Fe}$ has the largest binding energy per nucleon among all the nuclei, there exists no room to produce energy from fusion reactions. Therefore, the star is squeezed onto the iron core under huge gravitational pressure. When the mass of the core exceeds the Chandrasekhar limit, gravitational pressure overcomes the degeneracy pressure of electrons force the core to collapse catastrophically. As the density of the core increases, electrons and protons are merged together to from neutrons via inverse beta decay, and, at the same time, huge amount of neutrinos are produced. Due to the weakness of the interaction of neutrinos with matters, neutrinos can escape from the core. Meanwhile, a fraction of neutrinos flux interact with the element, and elements are transmuted via neutrino-nucleus reactions. When the density of the core reaches the nuclear density, outer layers falling inward bounces back to outward by the incompressibility of nuclear matter. The shock wave that stems from the bounce ultimately triggers the supernova explosion. Then, the elements around the core are sprayed over the space.

The $\nu$-process is driven by a huge amount of neutrinos released from supernovae explosion and occurs at the outer layer of the onion-like structures. In this process, rare elements such as ${ }^{7} \mathrm{Li}$ and ${ }^{11} \mathrm{~B}$ are produced through a series of nuclear reactions in the helium layer. The reaction path of the process is schematically shown in Fig. 1.8. That reaction flow is initiated by the ${ }^{4} \mathrm{He}\left(\nu, \nu^{\prime} n\right)$ and ${ }^{4} \mathrm{He}\left(\nu, \nu^{\prime} p\right)$ reactions [79, 80] in the helium layer. The giant resonances, such as GDR and spin-dipole resonances, make a dominant contribution to these reactions because the ${ }^{4} \mathrm{He}\left(\nu, \nu^{\prime}\right)$ reaction primarily excites these resonances with an angular-momentum transfer of $\Delta L=1 \quad$ [81]. The Gamow-Teller resonance is approximately forbidden in ${ }^{4} \mathrm{He}$ due to the system's double magicity.

The neutrino-scattering cross sections on nuclei are also proportional to the sum of the square of the nuclear matrix elements given from a multipole expansion similar to the electron and photonuclear cross sections [82]. There are two measure difference between electromagnetic and neutrino cross sections. One is neutrino cross section consists also of the matrix element of the longitudinal transition operators [Eq. (A.6)]: the four classes multipole operators, namely electric [Eq. (A.3)], magnetic [Eq. (A.4)], Coulomb [Eq. (A.5)], and longitudinal operators [Eq. (A.6)], contribute all together. As for photonuclear (electron) cross section [Eqs. (A.1, 1.9)], that is described only with the matrix elements of the electric and magnetic transition operators (electric, magnetic, and Coulomb transition operators). The other is the matrix elements are composed with axial-vector nuclear currents besides those with vector nuclear currents. That is contrasting to the case of electromagnetic process where only the vector nuclear current are involved with the cross sections. Since all the terms in the neutrino cross section


Figure 1.7: Mass fraction distribution of main elements (upper panel) and rare elements (lower panel) in SN 1987A evaluated with a supernovae model taken from Ref. [79]. The vertical axis denotes the cumulative mass coordinate measured from the center in the solar mass unit $\left(M_{\odot}\right)$. The helium layer is between 3.8-6.0 $M_{\odot}$.


Figure 1.8: Nuclear reaction flow-path of $\nu$-process in the helium layer around the super novae explosion taken from [79].
other than the matrix elements can be derived precisely, nuclear structural information is, therefore, a main source of uncertainty with regard to the theoretical neutrino cross sections.

Because of technical difficulties in measuring neutrino-nucleus reactions, estimation of neutrino-nucleus reaction cross sections for examining the $\nu$-process relies on nuclear structure theories. However, by using the analogy between electromagnetic responses and weak responses of nuclei [83, 84], part of the matrix elements, namely the vector current electric transition carrying $\Delta L=1$, can be evaluated directory from the experimental photo absorption cross section. Therefore, the experimental cross sections of the ${ }^{4} \mathrm{He}$ photodisintegration reaction can provide a criterion to test the validity of the estimated cross sections of ${ }^{4} \mathrm{He}\left(\nu, \nu^{\prime} n\right)$ and ${ }^{4} \mathrm{He}\left(\nu, \nu^{\prime} p\right)$ reactions.

Second, a relationship was also discussed between the ${ }^{4} \mathrm{He}$ photodisintegration and the lithium problem in BBN [85]. The lithium problem is an unsolved discrepancy between the primordial abundances of lithium isotopes estimated from the astronomical observation and those predicted from the BBN calculation. According to spectroscopic measurements on the metal-poor halo stars, the primordial abundance or abundance at BBN of ${ }^{7} \mathrm{Li}$ was evaluated [86]. The result of the spectroscopic measurement on ${ }^{7} \mathrm{Li}$ and ${ }^{7} \mathrm{Be}$ is shown in Fig. 1.9. In contrast to the ${ }^{9} \mathrm{Be}$ abundance, the ${ }^{7} \mathrm{Li}$ abundance is constant over the wide region, that is called the spite plateau. Since the horizontal axis correspond to the time at the star was formed, one can anticipates that ${ }^{7} \mathrm{Li}$ produced in BBN remained unchanged over time. Therefore, the primordial ${ }^{7} \mathrm{Li}$ abundance would be $10^{-10}$ with respect to the hydrogen abundance.

The lithium problem that the standard BBN facing to is shown in Fig. 1.10. This


Figure 1.9: $\quad{ }^{7} \mathrm{Li}$ and ${ }^{9} \mathrm{Be}$ abundances as a function of the iron abundance of stars taken from ref. [86]. Data are taken from references therein. The horizontal axis denotes relative abundance of Fe with respect to $\mathrm{H}, \mathrm{Fe} / \mathrm{H}$. This relative abundance corresponds to the time when the star was formed in order of left to right. In the ${ }^{9} \mathrm{Be}$ case, abundance of the beryllium is proportional to the time. That means ${ }^{9} \mathrm{Be}$ has constantly been produced over time in the universe. In contrast, ${ }^{7} \mathrm{Li}$ abundance is almost constant in the $\mathrm{F} / \mathrm{H}$ region below 0 . This region is called the spite plateau. The existence of the plateau implies the ${ }^{7} \mathrm{Li}$ once produced in the beginning of the universe, namely the Big Bang era, remains unchanged until the time corresponds to $\mathrm{Fe} / \mathrm{H}=1$. In addition, the primordial abundance of ${ }^{7} \mathrm{Li}$ would be that constant value.
figure shows primordial abundances of light elements including ${ }^{7} \mathrm{Li}$. The curved bands show the standard BBN predictions, whereas boxes indicate the results evaluated from observations. In case of ${ }^{4} \mathrm{He}$ and D , the prediction and observation regions are overlapping. However, those of ${ }^{7} \mathrm{Li}$ are not, which means the primordial abundance of ${ }^{7} \mathrm{Li}$ is deficient with regard to the standard BBN prediction by a factor of three [87, 88]. In addition, the possibility of an overabundance of ${ }^{6} \mathrm{Li}$ at the level of approximately three orders of magnitude was also suggested from the spectroscopic measurements [89].

It was proposed that the extended BBN modified with non-thermal photons produced through radiative decays of unstable relic neutral massive particles X might solve the lithium problem [85]. Additional source of the photons in the early phase of the universe can increase (decrease) the abundance of the light elements via photodisintegration reactions of light elements, such as helium. Therefore, this model is sensitive to the photodisintegration reaction cross sections. Although the relic particles X have not yet been observed, their possible masses, abundances, and lifetimes are constrained by the cross sections of the ${ }^{4} \mathrm{He}$ photodisintegration reaction. In Ref. [85], the parameter region that could solve the lithium problems was surveyed with then-current compilation of the experimental cross sections of ${ }^{4} \mathrm{He}$ photodisintegrations. The constraints on the lifetime $\tau_{X}$ and the abundance parameter $\zeta_{X}$ for $X$ particles considered in the model is shown in Fig. 1.11. Here, the abundance parameter $\zeta_{X}$ is defined as $\zeta_{X}=\left(n_{X}^{0} / n_{\gamma}^{0}\right) E_{\gamma 0}$, where $n_{X}^{0}$, $n_{\gamma}^{0}$, and $E_{\gamma 0}$ are the present $X$ density, the present photon density, and the energy of the photon from the radiative decay of $X$. The shaded regions below the thick solid line is the allowed parameter regions. The solid (dotted) lines are the boundary of the allowed region originating from the abundances of individual elements based on the then-current (conventional) cross sections. As seen in the figure, two allowed regions from the different cross sections are not completely overlapped, which manifests the cross section dependence of the model. The reliable cross sections are essential to give a efficient constraint on the relic-particle properties.

Third, the photodisintegration reaction cross sections of light nuclei are crucial to explain the propagation of ultra-high-energy cosmic rays (UHECR), the cosmic ray whose energies are above $10^{18} \mathrm{eV}$ [91]. The energy distribution and nuclear species of the UHECR are modified through the travel from their origin to observatories on the earth. The interaction with the cosmic microwave background (CMB) photons is the one key feature of the propagation process of the UHECR. The so-called GZK cut-off [92, 93], or the steep dropping of the population of the cosmic rays with energies above $10^{19} \mathrm{eV}$, is understood from the effect by the photo- $\pi$-meson-production reaction. Due to the large Lorentz factor of the UHECR, the collision between a UHECR and a CMB photon ( $\sim 10^{-3} \mathrm{eV}$ ) in the rest frame is equivalent to the bombardment of a high energy photon with a energy that is enough to open th $\pi$-meson production channel on a nuclei in the nuclear reference frame. This process decreases the total energy of the UHECR for $10-20 \%$ per collision, and this results in the cut off.

The composition of the UHECR is becoming to be clarified from the recent observations. According to Refs. [94, 95], heavier element contributions other than protons are strongly favored for the UHECR. The sizable contribution from the complex nuclei ( $\mathrm{A}=2$


Figure 1.10: Primordial abundance of ${ }^{4} \mathrm{He}, \mathrm{D},{ }^{3} \mathrm{He}$, and ${ }^{7} \mathrm{Li}$ predicted by the standard BBN taken from Ref. [8]. The curved bands show the 95\% CL range of the abundances as functions of cosmic baryon content taken from Ref. [90]. The narrow vertical band is the parameter range inferred from the CMB measurements. The boxes indicate the primordial abundances evaluated from observations.


Figure 1.11: Constraints on the lifetime $\tau_{X}$ and the abundance parameter $\zeta_{X}$ for $X$ particles considered in the no-standard BBN model taken from Ref. [85]. The abundance parameter $\zeta_{X}$ is defined as $\zeta_{X}=\left(n_{X}^{0} / n_{\gamma}^{0}\right) E_{\gamma 0}$, where $n_{X}^{0}, n_{\gamma}^{0}$, and $E_{\gamma 0}$ are the present $X$ density, the present photon density, and the energy of photons from the radiative decay of $X$. The solid lines are the constraints given from abundances based on then-current experimental cross sections, which is smaller than the value expected before. The displacement between these two lines shows the dependence on the ${ }^{4} \mathrm{He}$ photodisintegration cross sections. The dotted line is the constraints based on the conventional cross sections. In addition, thick solid line is another consistency requirement from the CMB with a blackbody. The shaded contour below the thick line is the parameter region which can solve the lithium problems.
and heavier) implies the UHECRs are accelerated in some astrophysical sites rather than produced directly via elementary processes. In order to search for the possible source of the UHECR, the mean free paths of the elements are the essential inputs for the calculation. As for the nuclei, the excitation of the GDR is the most important process to asses the mean free path in the universe, because it has the largest cross-section and lowest energy threshold. Therefore reliable experimental nuclear photoreaction data are desired. At present, the propagation distance of ${ }^{4} \mathrm{He}$ UHECR was estimated to be 3.5 Mpc based on the experimental cross sections [96]. However, it would be modified if the cross-section data were wrong.

In short, the enrichment of the ${ }^{4} \mathrm{He}$ nucleus makes them to be involved with various nuclear reactions in the universe. The knowledge on some of them, such as the $\nu$-process, the BBN, and the propagation of UHECR, is depending on the cross sections of the ${ }^{4} \mathrm{He}$ photodisintegration in the GDR energy region. Therefore, reliable experimental inputs are mandatory to improve our understanding on such astrophysical phenomena.

### 1.3 Theoretical Works

Even prior to the $a b$ initio calculation had come into play, the photodisintegration cross section had been a subject of theoretical studies mainly motivated by the large asymmetry between experimental proton and neutron cross sections [97] [See Fig. (1.13)]. Until late 1990's, then-current best practice for the calculation was employing semi-realistic NN forces, such as the Malflieit-Tjon (MT) potential [98]. For instance, Wachter et al. [99] performed the calculation using the resonating group method by means of a semi-realistic potential [100]. They claimed the asymmetry is unlikely to be as large as reported, but rather around 1.1. Similarly, Sofianos et al. carried out their calculation based on the (Faddeev type) integrodifferential equation approach (IDEA) with the MT I + III potential, and claimed the ratio would be 1.05 [101]. Subsequently, Ellerkmann et al. [102] published theoretical ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ cross sections below the three-body-decay-threshold energy by solving the Alt-Grassberger-Sandhas (AGS)-type integral equation, which is a more rigorous treatment similar to the IDEA. They compared the cross sections given with two kind of potentials, the MT I + III and the Yamaguchi potential [103], and concluded these results were in the similar trend. Meanwhile, the LIT technique taking into account the full final-state interaction was applied on the total ${ }^{4} \mathrm{He}$ photodisintegration cross sections for the first time by Efros et al. [104]. They considered the use of the MT I + III potential and the trento (TN) potential [105, 106] and observed a pronounced peak structure around 30 MeV in both cases. As for the peak hight of the cross sections at that time, there were two distinct trends: ones from Refs. [99, 104] (LIT and RGM) reached maximal value of approximately 2 mb around $E_{\gamma} \sim 30 \mathrm{MeV}$, whereas ones from Refs. [101, 102] (IDEA and AGS) increased to at most about 1.3 mb and were kept almost constant up to 40 MeV .

Afterwards, a benchmark calculation on the three-nucleon system ( ${ }^{3} \mathrm{H}$ and $\left.{ }^{3} \mathrm{He}\right)$ was set by Golack et al. [107]. They studied the influence of various effects, such as (1) the
calculation methods (LIT and the Faddeev type equation), (2) the long-wavelength limit, (3) Coulomb force, and (4) the treatment of the MEC effect. Their major conclusions were follows.

- The resultant cross sections from the different frameworks (LIT and the Faddeev type equation) were qualitatively agreed as long as the same potential was used.
- The long-wavelength was valid within a precision of a few $\%$ up to $E_{\gamma} \sim$ several tens MeV .
- Without the Coulomb force, the cross sections near the decay threshold were overestimated by up to several tens \%, but those at more than few MeV above the threshold were affected negligibly.
- The difference between the cross sections derived from the calculation with an explicit inclusion of MEC but no 3N force, and those obtained by the method with an implicit treatment of MEC (using the Siegert theorem) was as large as $10 \%$ around the GDR peak region but less significant in the higher-energy region. Note that a large part of three-nucleon MEC effect is automatically taken into account only by including the 3 N force in calculation.

Since this remarks would be valid even in four-body system, many theorists were prompted to study further by using the more realistic nucleon potentials.

In 2000's, the theoretical studies by means of the LIT were performed actively. Quaglioni et al. [108], first, published their results on the exclusive two-body cross sections based on the MT I + III potential. Gazit et al. [109] presented the total photoabsorption cross sections by using the realistic two-body and three-body potentials, namely the Argonne V18 (AV18) NN potential [41] + the Urbana IX (UIX) 3NF [55]. Moreover, considerations regarding the even better 3NF were attempted. Bacca et al. [110] tried to substitute the phenomenological 3NF with one derived from AV18 potential by using the unitary operator method (UCOM). In the framework of the UCOM, non-local a two-body potential emerged from the transformation acts as an effective "three-body" interaction. Their resultant cross sections qualitatively reproduced the effect by adding 3NF, reduction near the threshold and the enhancement in high energy, but did not succeed to fit the experimental data very much compared to the AV18 + UIX result [109]. Especially, the disagreement was larger in near-threshold region in ${ }^{4} \mathrm{He}$, and this trend suggested that the higher density of the ${ }^{4} \mathrm{He}$ made it sensitive to short-range properties of 3NF. Quaglioni et al. [111], again, computed the cross section with NN and 3 N potentials derived from another manner, namely by the chiral effective field theory (ChEFT). Both the NN potential at $\mathrm{N}^{3} \mathrm{LO}[48]$ and the 3 N potential at $\mathrm{N}^{2} \mathrm{LO}[56,57]$ were applied in the calculation. Their results showed a peak around $E_{\gamma}=27.8 \mathrm{MeV}$. In spite of the disagreement between their results solely with the NN and ones obtained only based on the AV18 potential [109], their full results were in good agreement with those obtained with the AV18 + UIX potential [109] within a few $\%$.

Thereafter, a comprehensive study on the ${ }^{4} \mathrm{He}$ photodisintegration was performed by Horiuchi et al. [112]. They studied the reaction based on two kind of frameworks, the CSM and the microscopic $R$-matrix method (MRM), taking into account the final state interactions and two- and three-body decay channels. The Argonne $v 8^{\prime}$ (AV8') [55] and the G3RS potentials [113] were employed as the NN interaction, whereas a phenomenological potential was adopted for the 3NF [114]. The validity of exclusive two-body cross sections obtained with MRM was confirmed from the comparison with the inclusive photoabsorption cross sections given from the CSM. Their inclusive cross sections fairly agreed with the result of the LIT with the AV18 + UIX potential [109]. The exclusive cross sections published by them are shown in Fig. 1.12. These results were similar to the cross sections by the LIT calculation with the semi-realistic NN potential [108]. However, the peak hight (the resonance width) was slightly lower (broader) than those from Ref. [108]. It is interesting to mention that this characteristics is exactly the one realized by adding 3NF as pointed out in Ref. [110].

In summary, the recent state-of-the-art calculation techniques enabled one to perform $a b$ initio calculations by using realistic NN and 3N interactions. The results obtained from various frameworks, finally, are getting converged within a fair degree of agreement among each other, and are quantitatively agrees various experimental data. However, not all recent data obey the trend, and this may potentially endanger the theoretical understanding seemed to be settled.

### 1.4 Experimental Review

${ }^{4}$ He photodisintegration reactions in the GDR region are intensively studied for a long time. Various experimental studies are reviewed in this section.

### 1.4.1 Overview

Studies of the ${ }^{4} \mathrm{He}$ photodisintegration reactions near the decay threshold energy have been continuously performed since 1950s. Since its beginning, there have been typically two approaches to tackle with the reaction for a long time. One major strategy was measuring decay particles from the photodisintegration caused with continuous-energy photon beam, and the other one was deducing the cross section from the photon yield from the inverse reaction.

In order to perform the photodisintegration experiments, photon beams generated somehow is required. The characteristics of ideal photon beam was outlined in Ref. [120]:

- A good enough energy resolution to matches the requirements from the target object;


Figure 1.12: Theoretical photodisintegration cross sections of ${ }^{4} \mathrm{He}$ taken from Ref. [112]. The solid curve and the dashed curve are the result computed with the AV8' and the G3RS potentials, respectively. The thin dotted curve is the LIT calculation with the MT I + III potential [108]. The experimental data are also plotted. They are taken as follows: open circles [115], closed squares [116], closed circles [117], open squares [118], and triangles [119].

- A highest possible beam flux without deteriorating the energy resolution;
- A lowest possible count rate of background photons;
- A good tunability of the beam energy;
- A good emittance.

Various experimental techniques aiming at an ideal photon beam apparatus have been developed over several decades.

The bremsstrahlung photon beam from an electron beam laid the foundation in the study of photonuclear reactions [21]. This is the radiation from the electron beam from an accelerator bombarded on a target made of a high- $Z$ material. As the electron decelerated by the collision with a target atom, the kinetic energy lost at the collision is converted to a photon. That yield a radiation with a continuous energy spectrum, and this energy spreading is too large to decompose the nuclear level structures. On the other hand, this technique has good tunability of the maximal photon energy by varying the incident electron energy. Due to the insufficient energy resolution, the "unfolding" of the data, or subtracting the reaction yields with different incident electron energy varied in steps, is mandatory to obtain the reaction yield at a certain photon energy. Since this procedure heavily counts on the stability of in the accelerator parameters, enormous counting statistics, knowledge of the bremsstrahlung flux and spectrum, this potentially be a source of systematic uncertainty of the measurement.

To recover the drawback of bremsstrahlung photon source, namely the worse selectivity in a beam energy, mono-energetic photon sources have been invented. Here, three of them that adopted to the ${ }^{4} \mathrm{He}$ photodisintegration measurements are briefly mentioned.

The annihilation-photon method is one of the options of the mono-energetic photon source. This method takes advantage of in-flight annihilation of fast positrons. This phenomenon was first discovered in 1951 [121], and its application was proposed in 1957 by Tzara [122]. A fast positron beam are produced by pair production at a thick high- $Z$ converter radiated by intense high-energy electron beam. Then, suitable energy component in the positron beam is selected either by a secondary accelerator or a magnetic spectrometer. Finally, the positron beam strikes a thin low-Z target to produce a monoenergetic annihilation photons in the forward direction and is swept away from the photon beam line by a dipole magnetic field. The energy of the highest possible energy of photon is given as $T_{e^{+}}+\frac{3 m_{e} c^{2}}{2}$ in the relativistic limit, where $T_{e^{+}}$and $m_{e}$ are the incident kinetic energy of the positron and the mass of electron (positron), respectively [120]. Since the annihilation is two-body reaction, a photon beam with a good energy resolution is produced by limiting the emission angle. The major source of the background photon is the bremsstrahlung of the positron whose probability scales with $Z^{2}$, whereas the annihilation probability is proportional to $Z$. That is why a low- $Z$ material is preferred as an annihilation target to reduce the contamination of unwanted continuous energy photons. Even though, a considerable amount of continuous-energy background photon ranging
from the low-energy side is still unavoidable. Thus, it is necessary to subtract the yield measured with a electron beam from the one obtained with the positron beam.

The tagged bremsstrahlung method is a straight-forward extension of the bremsstrahlung method initiated by Weil and McDaniel in 1953 [123]. This method enable one to tag energy of the radiation photon by measuring the momentum of post-bremsstrahlung photon in coincidence with photoreaction products. The intensity and resolution of the resultant photon beam are comparable to those those of the annihilation photon technique. However, the requirement of the coincidence measurement constrains the usable detector type to a fast small-solid-angle detector (such as an organic scintillator) and the maximal acceptable count rate to small enough value that contribution of the pile-up event is ignorable.

The Laser Compton scattering (LCS), which is a back scattering of intense laser photon off relativistic electrons, could be utilized as a source of mono-energetic photon beam source. LCS is also known as a synonym, Compton back scattering (CSB), and was first investigated in 1963 [124, 125]. The principle of the LCS is energy amplification of laser photon by the large Lorentz factor of the incident electron. That result in highly directive photon beam with a narrow energy distribution. Simultaneously, this method have high manipulability of the beam energy by tuning the energy of both the incident electron and the laser photon. However, very precisely collimated incident electron and laser beams, an maximal spatial overlap between two beams, and an extremely well collimated photon beam, are required to realize a mono-energetic photon facility by using the LCS.

The inverse reaction of the photodisintegration is the radiative capture reaction. The principle of detail of balance

$$
\begin{equation*}
\sigma_{\mathrm{abs}}\left(E_{\gamma}\right)=\frac{2 k_{N+3 N}^{2}}{k_{4 \mathrm{He}+\gamma}^{2}} \sigma_{\mathrm{rad}}\left(T_{N}\right) \tag{1.54}
\end{equation*}
$$

enables one to determine the photodisintegration cross section $\sigma_{\text {abs }}$ from the radiativecapture cross section $\sigma_{\text {rad }}$. Here, $k_{N+3 N}$ and $k_{4 \mathrm{He}+\gamma}$ represent wave numbers of proton (neutron) and photon, respectively. Factor 2 is originated from the ratio between spin statistical factors of initial and final states. The energy of photon beam $E_{\gamma}$ of the photodisintegration reaction corresponding to the kinetic energy of proton (neutron) beam $T_{N}$ of the radiative capture reaction is given as

$$
\begin{equation*}
E_{\gamma}=\frac{\left(m_{N}+n_{3 N}\right)^{2}-m_{4}^{2} \mathrm{He}+2 m_{3 N} T_{N}}{2 m_{4} \mathrm{He}} \tag{1.55}
\end{equation*}
$$

Eq. (1.54) can be derived from the Breit-Wigner formula [126]

$$
\begin{equation*}
\sigma_{c c^{\prime}}=\frac{\pi}{k_{c}^{2}} \frac{2 J+1}{\left(2 I_{c 1}+1\right)\left(2 I_{c 2}+1\right)} \frac{\Gamma_{\lambda c} \Gamma_{\lambda c^{\prime}}}{\left(E-E_{\lambda}\right)^{2}+\Gamma_{\lambda}^{2} / 4}, \tag{1.56}
\end{equation*}
$$

where $\sigma_{c c^{\prime}}$ is cross section of the reaction whose initial and final states are represented as $c$ and $c^{\prime}$, respectively. This reaction proceeds via a intermediate resonance state $(\lambda)$ of spin $J$, resonance energy $E_{\lambda}$, and the total width $\Gamma_{\lambda}$. The partial widths of the initial
and final channels are give as $\Gamma_{\lambda c}$ and $\Gamma_{\lambda c^{\prime}}$. Parameters mentioned so far are in common for the normal and the inverse reactions. The spins of particle 1 and 2 in the initial state are denoted by $I_{c 1}$ and $I_{c 2}$. In addition, $k_{c}$ indicates the wave number of particles in the initial state. By substituting $c$ and $c^{\prime}$ in Eq. (1.56), $\sigma_{\text {abs }}$ and $\sigma_{\text {rad }}$ are obtained. Finally, Eq. (1.54) is given from the ratio of $\sigma_{\text {abs }}$ and $\sigma_{\text {rad }}$.

Note that the conversion factor in Eq. (1.54) include a wave-number-dependence term, and this term monotonically increases in the energy region where the kinetic energy is far smaller than the mass of particles. Due to this energy dependence nature, the converted excitation function of photodisintegration reaction is more suppressed in the lower energy region. Therefore, the peak position of the excitation function of the photodisintegration reaction locates higher than that of the radiative capture reaction.

### 1.4.2 Prehistory until 1980s

The oldest study of the photodisintegration included in the EXFOR compilation [127] was published by A. N. Gorbunov et al. in 1957 [128, 129, 130]. Their measurement was conducted with a cloud chamber with the continuous-energy photon beam generated from bremsstrahlung. A magnetic field applied on the cloud chamber allowed them to determine the momentum of the decay charged particles from their curvature of the recorded trajectories. They presented the beam energy dependence of the ( $\gamma, n$ ) and $(\gamma, p)$ cross section from the decay threshold to 170 MeV . These cross sections peaks near the decay threshold, but the peak positions were vague due to the beam energy resolution.

Experimental studies of the photodisintegration were performed consecutively mainly by the bremsstrahlung beam. In 1965, Clerc et al. presented the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections in the photon beam energy range from 24 to 56 MeV [131]. They measured charged particles from a He gas target bombarded by bremsstrahlung photon beam. Charged particles emitted from the target were analyzed by quadruple magnets and detected by a semiconductor detector. Their cross sections agreed to those by Gorbunov et al. and peaks around 28 MeV . Sanada et al. published the result of their measurement performed at the betatron of the Tokyo University of Education in 1970 [132]. Nuclear emulsion plates were employed to detect proton from the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction caused by bremsstrahlung photon beam in the energy range up to 32 MeV . The excitation function was deduced from the energy spectrum of photo-protons. Their data implied two broad peak structures at 24 and 17 MeV existed in the excitation function. As for $(\gamma, n)$ channel, Berman et al. reported cross sections for the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction in the beam energy range between 22 and 32 MeV in 1972 [133]. The cross sections were determined from a energy spectrum of photoneutron from liquid a He target measured by the time-of-flight technique. Their cross sections peaked around 28 MeV but were about half of those by Gorbunov et al. [129]. In 1973, Irish et al. issued the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction cross section for excitation energy between 22 and 37 MeV [134]. They pointed out that photoneutron yield from the target largely varied depending on the physical state of target mater.

Considering this systematics, they evaluated the cross section by combining the results obtained with liquid and gas targets. Their results, in turn, were about twice as those by Berman et al. [133]. In the same year, Malcom et al. also presented the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ cross section from threshold to 110 MeV [135]. Their results agreed well with Gorbunov et al. and was approximately a factor of two greater than those by Berman et al. A simultaneous measurement of both $(\gamma, n)$ and $(\gamma, p)$ channels was published by Arkatov et al. in 1973 [136] and 1974 as well [137]. The $(\gamma, n)$ and $(\gamma, p)$ cross sections up to 50 MeV determined from charged particle tracking by using a diffusion chamber were presented. Balestra et al. also issued a result of the simultaneous measurement with a diffusion cloud chamber [138]. Ratios of $(\gamma, n)$ to $(\gamma, p)$ cross sections deduced from these two simultaneous measurements at each beam energy were almost unity over their measurement range. In 1980, Berman et al. presented their follow-up measurement by using gaseous He target [139]. It should be noted that they employed mono-energetic photon beam generated by in-flight-annihilation method. The new results agreed to their former results obtained with liquid He target, but disagree with other results.

Besides, studies taking advantage of the inverse reaction were also started since 1950s. The photon yield from the ${ }^{3} \mathrm{H}(p, \gamma){ }^{4} \mathrm{He}$ reaction was measured by Willard et al. in 1953 [140]. This reaction is the inverse reaction of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction, and thus the cross section of the photodisintegration reaction could be evaluated from the principle of detailed balance. A tritium gas target was bombarded with proton beams from a Van de Graaff accelerator, and gamma radiation from the target was detected by an $\mathrm{NaI}(\mathrm{Tl})$ scintillation detector. Their measurement covered the energy region of $E_{p}$ from 1 to 5 MeV which corresponds to $E_{\gamma} \sim 20.6-23.6 \mathrm{MeV}$. The total cross section deduced from their result peaked at $E_{p}=3 \mathrm{MeV}$ which was equivalent tot $E_{\gamma} \sim 22 \mathrm{MeV}$.

As for the ${ }^{3} \mathrm{H}(p, \gamma){ }^{4} \mathrm{He}$ channel, subsequent inverse-reaction studies covered wider energy region around the GDR. Almost all the studies below are performed in the setup similar to that of Willard et al. Perry et al. presented their measurement with proton beams of the energy range 0.1 to 6.2 MeV (corresponds to $E_{\gamma} \sim 19.9-24.5 \mathrm{MeV}$ ) in 1955 and observed the cross section peaks at $E_{p} \sim 4 \mathrm{MeV}$ [141]. The result of Gardner et al. published in 1962 covered higher energy region ranging between $E_{p}=5.8-9.2$ $\mathrm{MeV}\left(E_{\gamma} \sim 24.2-26.8 \mathrm{MeV}\right)[142]$. Their cross sections monotonically decreases with respect to the beam energy and consistent with the result by Perry et al. In the same year, Gemmell et al. also reported the result of their measurement with $E_{p}=4-11 \mathrm{MeV}$ ( $E_{\gamma} \sim 22.9-28.2 \mathrm{MeV}$ ), which agreed to that of Perry et al. as well [143]. The energy range of the cross section was broadened up to $E_{p}=18 \mathrm{MeV}\left(E_{\gamma} \sim 33.4 \mathrm{MeV}\right)$ in 1970 by Meyerhof et al. [144]. The photodisintegration cross sections deduced from their result was roughly in accordance with those by Gorbunov et al. [130], which peaked at $E_{\gamma} \sim 26$ MeV. In 1982, McBroom et al. [145] measured this reaction for incident proton energies from $8-30 \mathrm{MeV}\left(E_{\gamma} \sim 25.9-42.5 \mathrm{MeV}\right)$ and confirmed their results could be smoothly connected to the low energy results by Perry [141], Gemmell [143], and Meyerhof et al. [144]. Afterwards, Calarco et al. presented their results at $E_{p}=8.34$ and $13.6 \mathrm{MeV}\left(E_{\gamma} \sim\right.$ 26.1 and 30.1 MeV$)$ and reviewed previously published results for both ${ }^{3} \mathrm{H}(p, \gamma)^{4} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ channels.

On the other hand, few studies regarding the ${ }^{3} \mathrm{He}(n, \gamma){ }^{4} \mathrm{He}$ channel was published until 1980's. One reason is this is a technical difficulty for handling neutron beam which is inevitably a secondary product of ion beams. In 1963, Zurmuehle et al. performed the measurement making use of neutron beam at $E_{n}=4.6 \mathrm{MeV}\left(E_{\gamma} \sim 24.1 \mathrm{MeV}\right)$ generated via $d(d, n)^{3} \mathrm{He}$ reaction [146]. Ward et al. presented their results for $E_{n}$ between 6.0 and $17.0 \mathrm{MeV}\left(E_{\gamma} \sim 25.2-33.4 \mathrm{MeV}\right)$ in $1981[147]$. The ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ cross sections derived from their results were compared with ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}[139]$ and ${ }^{4}(\gamma, p){ }^{3} \mathrm{H}[138,144]$ cross sections available at that time. Their result well reproduced the result of Berman et al. [139] and supported the claim $(\gamma, p)$ to $(\gamma, n)$ cross section ratio is between 1.6 and 1.9.

The results yield from these early experimental attempts had gotten attentions in terms of the charge symmetry breaking of the nuclear force. There were significant discrepancies between the exclusive cross sections of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions in the GDR region. The situation was reviewed by Calarco et al. in 1983 [97]. They proposed a recommendation of the cross section deduced from the experimental data sets available at that time [139, 147, 148]. The recommendation is shown in Fig. 1.13. If the charge symmetry of the nuclear force holds, the cross section of the mirror reactions behave similar except for corrections due to the Coulomb force. However, in contrast to the $(\gamma, p)$ cross section, which sharply rises at the reaction-threshold energy and has a pronounced peak structure, the $(\gamma, n)$ cross section obeys a flatter distribution with a peak height of a half of the $(\gamma, p)$ cross sections.

### 1.4.3 Experimental Attempts before 2000s

A serious disagreement of ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections pointed out by Calarco et al. urged many researchers to perform further experimental studies. Hereafter, experimental attempts performed in various methods are shown in the chronological order.

In 1988, Bernabei et al. introduced a new kind of beam source, the laser compton scattering (LCS) technique, into the ${ }^{4} \mathrm{He}$ photodisintegration measurement [149]. The LCS technique enabled them to perform the experiment using a mono-energetic beam with smaller amount of background compared to measurements using in-flight-annihilation method. They measured the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross section in the photon beam energy region between 28.6 and 58.1 MeV by detecting protons from a gaseous He target with a NE213 liquid scintillator. Their cross sections showed flat peak around 30 MeV and disagreed with those of Calarco et al. [148]. Their peak structure, however, was similar to the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ cross sections recommended by Calarco et al. [97] shown in Fig. 1.13. They claimed $(\gamma, p)$ to $(\gamma, n)$ cross section ratio estimated from the comparison with that $(\gamma, n)$ cross sections were about 1 between 28.6 and 42.4 MeV , and there seemed to be no indications of charge symmetry breaking.

Following the results by Bernabei et al., Feldman et al. presented their measurement of ${ }^{3} \mathrm{H}(p, \gamma){ }^{4} \mathrm{He}$ reaction for $E_{p}=2.0-15.0 \mathrm{MeV}\left(E_{\gamma}=21.3-31.1 \mathrm{MeV}\right)$ in 1990 [150]. Their results were consistent with those by Bernabei et al. [149] but disagreed with those by


Figure 1.13: ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections recommended by Calarco et al. taken from Ref. [97]. Evaluated cross sections are shown by solid lines, and the shaded bands indicate their estimate of the uncertainty. The experimental data they thought reliable was shown as well: closed circles in (a), open circles in (b), and closed circles in (b) are taken from Calarco et al. [148], Berman et al. [139], and Ward et al. [147]. Among three datasets, ones shown with closed circles (Calarco and Ward) were the data deduced from the inverse-reaction measurements, and one depicted with open circles (Berman) was the data acquired by a photodisintegration measurement.
earlier evaluation by Calarco el al. [97] shown in Fig. 1.13. Consequently, they supported the claim regarding the charge symmetry posed by Bernabei et al.

Meanwhile, Wells et al. took an approach different from previous studies in evaluating the photoabsorption cross sections in 1992 [151]. They measured cross sections of elastic photon scattering off ${ }^{4} \mathrm{He}$ using the tagged photon technique. In the context of the charge symmetry, they pointed out there existed two kind of perspectives: one was standing on the datasets before 1983 [139, 145, 147, 148]. evaluated by Calarco, Berman, and Donnelly (CBD) [97], and the other was based on the $(\gamma, n)$ cross sections in CBD [139, 147] and the ( $\gamma, p$ ) cross sections newly obtained by TUNL (TL) [149, 150]. From the CBD point of view, the $(\gamma, p)$ cross sections were much larger than the $(\gamma, n)$ cross sections, and therefore the charge symmetry was broken in this energy region. On the contrary, from the TL perspective, the ( $\gamma, p$ ) cross sections was smaller than expected earlier, and the charge symmetry was valid. They compared their results with the sum of $(\gamma, n)$ and $(\gamma, p)$ cross sections derived from TL and CBD taking advantage of the relationship between complex forward scattering amplitude and the total photo absorption cross section through the optical theorem and a dispersion relation. They concluded that the TL cross sections were unlikely valid because they were too small compared to their estimation.

Hoorebeke et al. presented the result of their measurement of ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ reactions in the energy between 28 and 33 MeV using bremsstrahlung photon beams in 1993[152]. They compared their cross sections with then-current studies. Their $(\gamma, p)$ cross sections were consistent with, in the notation by Wells [151], the CBD $(\gamma, p)$ cross sections [145, 148].

In 1993, Komar et al. lowered the lower energy limit of the ${ }^{3} \mathrm{He}(n, \gamma){ }^{4} \mathrm{He}$ cross sections [153]. A ${ }^{3} \mathrm{He}$ gas target was irradiated with fast neutron beams at five energies between $E_{n}=0.14-2.0 \mathrm{MeV}\left(E_{\gamma}=20.7-22.0 \mathrm{MeV}\right)$ produced via the ${ }^{7} \mathrm{Li}(p, n)^{7} \mathrm{Be} . \gamma$-rays emitted from the target were detected with a bismuth germanate oxide (BGO) scintillator. Their cross sections were along with those measured by Berman et al. [139] and Ward et al. [147] and supported the ( $\gamma, n$ ) cross sections recommended by Calarco et al. [97].

Hahn et al. revisited the ${ }^{3} \mathrm{H}(p, \gamma){ }^{4} \mathrm{He}$ cross sections for $E_{p}=0.1-6.0 \mathrm{MeV} \quad\left(E_{\gamma}=19.9-\right.$ 24.3 MeV ) [154]. The energy dependence of their cross sections were similar to those by previous studies, which peaked at $E_{p} \sim 4 \mathrm{MeV}$. Regarding the peak hight, their data sets supported earlier data by Perry et al. [141], Gemmell et al. [143], and Gardner et al. [142] rather than newer data by Feldman et al. [150].

In short, numerous experimental works motivated by the epoch-making review paper by Calarco et al. [97] did not achieve a success in terms of the charge symmetry breaking. A hypothesis that the $(\gamma, p)$ cross sections were smaller than expected, and as a consequence, the charge symmetry was kept in this reaction had been posed by Bernabei et al. [139] and supported by Feldman et al. [150] once. However, other measurements performed subsequently [151, 152, 154] multilaterally confirmed that lowered $(\gamma, p)$ cross sections were unreasonable. These sequence of researches made the situation go back to its start.

### 1.4.4 Recent Measurements

The puzzling situation regarding the charge symmetry breaking was not settled even in 2000's. Hereafter, recent measurements have been performed since 2000's are reviewed in terms of two perspectives. One perspective is an improved method for the ( $\gamma, n$ ) channel measurements. Although the then current experimental results [139, 147, 154] supported the flat $(\gamma, n)$ cross sections as recommended by Calarco et al. [97], several theoretical studies [99, 101] struggled to explain the cross-section discrepancy in vain. Thus, reconfirmation of the $(\gamma, n)$ cross sections in reliable manners was required in the circumstance. The other point is an importance of the simultaneous measurement of the $(\gamma, n)$ and the $(\gamma, p)$ channel. Up to then the cross-section ratio had mainly been argued based on different datasets from experiments performed timely and spatially apart. However, this treatment is possibly problematic, because, in general, experimental results obtained separately has individually different systematic errors that can not be fully controlled. The simultaneous measurement could be a remedy for this issue. That is because part of its systematic errors such as those resulted from the target density, the beam intensity are cancelled in the cross-section ratio. In addition to those two perspectives, determination of the total photo absorption cross sections of ${ }^{4} \mathrm{He}$ is also a valid approach to constrain the $(\gamma, n)$ and $(\gamma, p)$ cross sections.

It should be noted that experimental works since 2000's have been performed with mono-energetic photon sources. In terms of the reaction probe, mono-energetic photon beams are more preferable than continuous-energy beams generated with bremsstrahlung since the unfolding procedure can be a source of the systematic errors on the cross sections otherwise stability of the accelerator, sufficient counting statistics, and knowledge of the beam-energy spectrum are guaranteed. The LCS technique enabled one to handle photon beams with far smaller energy spread than bremsstrahlung. Moreover, the bremsstrahlung-tagging technique made it possible to determine energy of bremsstrahlung photon. This enabled one to treat a bremsstrahlung facility as a monoenergetic photon source.

Shima et al. 2005 In 2005, a result of the measurement using modern setup was presented by T. Shima et al. [115]. Both the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions were simultaneously measured using an active target system based on a time projection chamber (TPC) [155]. In general, a particle detector whose detection medium is also served as the reaction target is called an active target. In this case, the He gas filled in the TPC played not only a role of the operation gas of the gaseous detector but also a target of the photodisintegration reaction. This mechanism contributed to lower the instrumental low-energy-limit of charged-particle detection. They measured the trajectories of charged-decay particles and their energy depositions in the target medium.

Their experiment was performed at the TERAS electron storage ring in the AIST facility [156]. Quasi-monochromatic photon beams were generated using the Laser Compton scattering technique in the intensity of $10^{4}$ photons per second. The photon beams were directed to the TPC filled with a mixed gas of $80 \% \mathrm{He}$ and $20 \% \mathrm{CH}_{4}$ with a total pres-
sure of 1000 Torr. The reaction cross sections at the beam energy of $E_{\gamma}=22.3,25,28$, 32 MeV were examined. Their data sets are plotted with open circles in Fig. 1.14 and compared with results by then-current experimental and theoretical studies.

As seen in Fig. 1.14, their cross sections of the $(\gamma, n)$ and the $(\gamma, p)$ reactions didn't peak within their measurement energy region. Their cross sections ratio $\sigma(\gamma, p) / \sigma(\gamma, n)$ were consistent with 1 except for one beam energy near the reaction threshold, and no onset of the charge symmetry breaking were observed in their dataset. However, their results were contradictory to those by any other experimental studies so far. They claimed the validity of their method was proved by the accordance between their ${ }^{2} \mathrm{H}(\gamma, p) n$ and ${ }^{4} \mathrm{He}(\gamma, p n)^{2} \mathrm{H}$ cross sections and the literature values. Moreover, they published their preliminary results of a follow-up measurement in 2010 [117]. The newly presented result was consistent with the former datasets and implied the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections became maximum at around $E_{\gamma}=32-33 \mathrm{MeV}$.

Shima et al. had deliberately planned their experiment based on a number of previous studies, and their experimental set up has clear advantages compared to the previous ones. Therefore, the discrepancies between their datasets and the results by other experimental and theoretical studies posed a new issue in the research field.

Nilsson et al. 2005 New result of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ cross section measurement was reported by Nilsson et al. in 2005 [158]. They remarked that the few studies about the near-threshold $(\gamma, n)$ cross sections were published $[115,153]$ and performed the measurement with energy-tagged bremsstrahlung photons from $E_{\gamma}=23-42 \mathrm{MeV}$ at the MAX-lab facility [159]. Subsequently, they published a full article including the result up to $E_{\gamma}=70 \mathrm{MeV}$ in 2007 [119].

Quasi-mono-energetic photon beams were generated by post-bremsstrahlung-electron tagging. Energy of a bremsstrahlung photon was reconstructed from the momentum of the corresponding post-bremsstrahlung electrons measured with a magnetic spectrometer. Single count rate of the tagging counter was 0.5 MHz in average, and the tagging efficiency was about $25 \%$. The photon beams were directed to a liquid He target. Photoneutrons from the target were detected with a liquid scintillator array located 2.6 m away from the target. Neutrons were discriminated from other particles by means of its time-of-flight and the pulse-shape discrimination technique.

Their results are shown in Fig. 1.15. A clear resonance peak structure was observed in their data around $E_{\gamma}=28 \mathrm{MeV}$. This trend could be connected smoothly with the low-energy data set by Komar et al. [153] but was contradictory to the data sets by Shima et al. $[115,160]$ and the CBD evaluation [97] in the energy region below 30 MeV . Up to the resonance region, two theoretical calculations shown in Fig. 1.15 were in good agreement with their cross sections. Their cross sections indicated the possibility that the $(\gamma, p)$ to $(\gamma, n)$ cross-section ration in the GDR region was approximately equal to unity because the $(\gamma, n)$ cross sections were larger than as expected since Calarco et al. [97].


Figure 1.14: ${ }^{4} \mathrm{He}$ photodisintegration cross sections evaluated by Shima et al. taken from Ref. [115]. Their datasets are shown in open circles, and the solid curves are the most probable functions of the cross sections obtained from their analysis. (a) $(\gamma, p)$ cross sections. The data taken by Gorbunov $[128,130]$ (open upward triangles), Arkatov [137] (open downward triangles), Bernabei [149] (crossed squares), Feldman [150] (filled squares), Hoorebeke [152] (open diamonds), and Hahn [154] (Gray squares) are presented. (b) $(\gamma, n)$ cross sections. The data taken by Gorbunov [129, 130] (open upward triangles), Arkatov [137] (open downward triangles), Berman [139] (open squares), Ward[147] (diagonal crosses), and Komar [153] (filled circles) are presented. (c) Total photoabsorption cross sections. The data taken Gorbunov [157] (open downward triangles), Arkatov [137] (open downward triangles), and Wells [151] (asterisks) are presented. Theoretical cross sections presented in Ref. [108] and Ref. [102] are also shown in the long-dashed curves and the short dashed-curve, respectively.


Figure 1.15: ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ cross sections reported by Nilsson et al. taken from Ref. [119]. Their data are shown in closed circles. A cross-hatched region is the cross section evaluated by Calarco, Berman, and Donnelly (CBD) [97]. The data from Komar et al. [153], Shima et al. in 2001 [160], Shima et al. in 2005 [115] are plotted in open squares, open triangles, and open diamonds, respectively. The results of theoretical cross sections are shown with lines: recoil corrected continuum shell model (RCCSM) calculation [161] (dashed-dotted line); effective interaction hyper-spherical harmonic (EIHH) expansion calculation [108] (solid line). The statistical and systematic uncertainties associated with each experimental data are represented by error bars and bands at the bottom of the panel.

Nakayama et al. 2007 In 2007, a new constraint on the ${ }^{4} \mathrm{He}$ photodisintegration cross sections was given by Nakayama et al. [162]. They deduced the photoabsorption cross section of ${ }^{4} \mathrm{He}$ via the ${ }^{4} \mathrm{He}\left({ }^{7} \mathrm{Li}{ }^{7} \mathrm{Be}\right)$ reaction.

The experiment was performed at the Research Center for Nuclear Physics, Osaka University. A He gas target was irradiated with ${ }^{7}$ Li beam at an energy of $E=455 \mathrm{MeV}$. Scattered ${ }^{7}$ Be particles were momentum analyzed with the Grand RAIDEN spectrometer [163] and detected with focal plane detectors. The spin transfer $\Delta S$ through the ${ }^{4} \mathrm{He}\left({ }^{7} \mathrm{Li}\right.$ ${ }^{7} \mathrm{Be}$ ) reaction was tagged by measuring the gamma transition between the first excited state $\left(1 / 2-, 0.43 \mathrm{MeV} ;{ }^{7} \mathrm{Be}_{1}\right)$ and the ground state $\left(3 / 2-;{ }^{7} \mathrm{Be}_{0}\right)$ of the scattered particle. The ${ }^{7} \mathrm{Be}_{0}$-final-state is populated through the transition with either $\Delta S=0$ or $\Delta S=1$, whereas the ${ }^{7} \mathrm{Be}_{1}$-final-state is excited by the reaction with $\Delta S=1$. In addition, the angular distribution of the differential cross sections was attributed to the transition with a orbital angular momentum transfer $\Delta L=1$. Thus, the reaction to the final state with a ${ }^{7} \mathrm{Be}_{1}$ was interpreted as the transition to the ${ }^{4} \mathrm{H}$ in the state which was analogue to the spin-dipole-resonance (SDR; $\Delta L=1, \Delta S=1$ ), and that to the final state with a ${ }^{7} \mathrm{Be}_{0}$ was, on the other hand, attributed to the superposition of the transitions to the state analogue to the SDR and the GDR $(\Delta L=1, \Delta S=0)$. By substituting the excitation functions obtained with the ${ }^{7} \mathrm{Be}_{1}$ tagging from the singles spectrum, the $E 1$ photoabsorption cross sections of ${ }^{4} \mathrm{He}$ was derived from the proportionality between the double differential cross section $d^{2} \sigma / d \Omega d E$ and the electric transition probability $d B(E 1) / d E$.

The photoabsorption cross sections presented by Nakayama et al. are shown in Fig. 1.16. According to their result, the photoabsorption cross sections have a pronounced peak due to the GDR at $E_{x} \sim 27 \mathrm{MeV}$. Their results were in good agreement with the recommended cross sections by Calarco et al. [97] and the twice of the ( $\gamma, n$ ) cross sections by Nilsson et al. [158]. However, they were in serious contradiction with the result given by Shima et al. [115].

Raut et al. and Tornow et al. 2012 In 2012, the $(\gamma, n)$ and the $(\gamma, p)$ cross sections measured with the identical setup were published by Raut et al. [116] and Tornow et al. [118]. The measurement was conducted in the $\mathrm{HI} \gamma \mathrm{S}$ facility with a high-pressure ${ }^{4} \mathrm{He}-\mathrm{Xe}$ gas scintillator [164], which was an active target.

A mono-energetic photon beams were produced via Compton back-scattering of freeelectron laser photons from relativistic electrons in the Duke University electron storage ring [165] and directed to the active target in a typical flux of $10^{6} / \mathrm{s}$. The mixture ratio of the gas component in the active target was optimized correspondingly to the beam energy and the reaction channels with keeping the total pressure of 51 atm . Thanks to the high filling-pressure of the active target, the charged particles resulting from the beam irradiation were stopped within the target vessel with a diameter of 5.1 cm . From the total energy deposition by charged particles in the final state, the photodisintegration events were clearly discriminated from the background events caused by Compton scattered electrons. Moreover, the $(\gamma, n)$ events and the $(\gamma, p)$ events were mutually distinguishable as well. The thick target and intense beam allowed them to obtain statistically high-


Figure 1.16: E1 photodisintegration cross sections evaluated by Nakayama et al. taken from Ref. [162]. Their results are shown in closed circles. The hatched area is the sum of $(\gamma, n)$ and $(\gamma, p)$ cross sections recommended by Calarco et al. [97]. The photoabsorption cross sections measured by Shima et al. [115] ( $\otimes$ ) and the doubled ( $\gamma, n$ ) cross sections obtained by Nilsson et al. $[158](\ominus)$ are also depicted. The dashed curve is a guide to the eye drawn for the dataset by Shima et al., and the solid line indicates the theoretical calculation by Gazit et al. [109].


Figure 1.17: ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections evaluated by Raut et al. taken from Ref. [116]. Their results are shown with upward triangles and the data set given by Shima et al. [115] are also represented with closed circles. The line indicates the theoretical calculation by Quaglioni et al. [108].
precision data.
Their ${ }^{4}$ He photodisintegration cross sections are shown in Fig. 1.17 and Fig. 1.18. They were in good agreement with the theoretical prediction of Quaglioni et al. [108] that had a pronounced GDR peak at 26 MeV . Consequently, they were inconsistent with the data given by Shima et al. [117]. It should be noted that they did not report the cross sections of the ( $\gamma, n$ ) reactions below 27.0 MeV . Therefore, one can not conclude the energy dependence of the cross sections of the $(\gamma, p)$ and $(\gamma, n)$ channels solely from their result.

### 1.5 Aim of Present Work

Photodisintegration of ${ }^{4} \mathrm{He}$ nucleus in the GDR region is theoretically somehow tractable due to its few body nature and the long wave length approximation, and simultaneously could be a key input for models of the several astrophysical phenomena. Recent advancement of $a b$ initio calculation made it possible to treat this phenomena by means of a realistic nuclear interaction based on well controlled manners. Supported by knowledge


Figure 1.18: ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{H}$ cross sections evaluated by Tornow et al. taken from Ref. [118]. Their results are shown with downward triangles. The data sets obtained from the previous studies by Shima et al. [115] (closed circles) and Nilsson et al. [119] are also depicted. The line indicates the theoretical calculation by Quaglioni et al. [108].
accumulated so far, results from state-of-the-art calculations regarding the ${ }^{4} \mathrm{He}$ photodisintegration are reaching a consensus.

On the other hand, the situation regarding experimental photodisintegration cross sections of ${ }^{4} \mathrm{He}$ nucleus is still controversial. As for the recent results obtained with monoenergetic photon beams, all but one data are in accordance with the theoretical consensus. The measurement resulting in the distinctive cross sections, which was performed by Shima et al., was planned deliberately and implemented with a highly versatile detector system based on TPC. Moreover, the validity of the data was also verified with the different reaction channels. Thus, it is hard to point out any flaws in their work, and there is no reason not to treat this result on an equal basis with others.

In view of the contradiction among the experimental results and potential tension between theoretical and experimental studies, we planned a new experiment presented in this thesis. The aim of the new measurement is publishing the new exclusive cross sections of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction evaluated in a solid manner, and give a criteria to discuss on the discrepancy. In order to achieve the purpose, this measurement was performed in the similar but improved fashion to the work by Shima et al.

First, the present measurement was also done with the active target system based on TPC. However, its sensitivity to short-range particles such as ${ }^{3} \mathrm{He}$ was improved because of following points. Thanks to the introduction of the micro-pixel chamber ( $\mu$-PIC), the pitch of read-out electrodes increased up to $400 \mu \mathrm{~m}$, which was formerly 2 mm . In addition, the target thickness was optimized depending on beam energy to keep the particle trajectories visible.

Second, quasi-monoenergetic photon generated using the laser Compton scattering (LCS) method was similarly utilized as a beam for the experiment. Present experiment was performed at the next generation LCS facility, namely NewSUBARU. The performance of the beam source, such as the intensity and energy spread, was more highly specified compared to the facility constructed in former times. Moreover, auxiliary apparatuses, such as the beam monitor, were better than that used in the previous research.

In the following chapters, details of the experiment and the analysis will be explained. Then, the differential and total cross sections obtained from the present study will be presented. Finally, these results will be compared with the previous experimental and theoretical results.

## Chapter 2

## Experimental Setup

The experiment was carried out at the BL01 beam line in the NewSUBARU synchrotron radiation facility. Photon beams generated with Laser Compton Scattering (LCS) were irradiated on the MAIKo active gas target system. ${ }^{4}$ He nuclei in MAIKo absorbed incident photons and decayed via photodisintegration process. We employed the MAIKo active target to measure charged particles emitted from the decay. Throughout the measurement, beam flux punched through MAIKo was monitored using an $\mathrm{NaI}(\mathrm{Tl})$ scintillation detector at downstream. The details of the experimental setup are described in this chapter.

### 2.1 BL01 NewSUBARU

### 2.1.1 NewSUBARU Synchrotron Radiation Facility

NewSUBARU [166] is a synchrotron radiation facility constructed in the SPring-8 site [167]. This facility is constructed as a light source in Extreme Ultraviolet (EUV) to soft X-ray region. Photon provided by the NewSUBARU facility offers opportunities for researches in various fields, such as micro-machining, investigations of new materials, and X-ray microscopy. The layout of the facility is shown in Fig. 2.1.

The main facility of NewSUBARU is the 1.5 GeV electron storage ring. The parameters of the storage ring are summarized in the Table 2.1. The storage ring has the form similar to race track, which consists of the two straight section between the curved sections. The circumference of the storage ring is 119 m long, and the straight sections are 14 m long. An undulator and an optical klystron are installed as insertion devises at the straight sections. Electron beams accelerated in the SPring-8 injector LINAC are delivered to the storage ring at the energy of 1 GeV . By using the RF cavity in the storage ring, electron beams are accelerated or decelerated on demand to the energy between 0.5 GeV and 1.5 GeV . The absolute value of the electron beam energy is well calibrated in the accuracy of $10^{-5}$ [169].


Figure 2.1: Bird's-eye-view of the NewSUBARU synchrotron radiation facility taken from Ref. [168]. Electron beam is provided via the beam transport line toward the electron storage ring show at the center. Wide energy range of photons generated with various techniques, such as the synchrotron radiation, undulation, and the laser Compton scattering, by means of the electron beam stored in the ring are delivered apparatuses placed on the numbers of beam lines from BL01 to BL11.

Table 2.1: Specifications of the storage ring in the NewSUBARU [168].

| Injection energy | 1 GeV |
| :--- | :--- |
| Stored current | $<500 \mathrm{~mA}$ |
| Circumference | 118.731 m |
| RF frequency | 499.955 MHz |
| Harmonic number | 198 |
| Bunch length $(\sigma)$ | 33 ps (Normal operation) |

This facility offers two modes of operation: one is top-up operation mode, and another is decay mode. In the top-up operation, electron beams are continuously injected from the LINAC during the operation to keep the stored current 220 mA . This mode is only capable for the 1.0 GeV operation, whereas beams with energy other than 1.0 GeV can not be stored in the top-up mode since accelerated or decelerated beams can not be refilled from the LINAC. Therefore, these beams are handled in the decay mode, instead. In the decay mode operation, beams with energy of 1.0 GeV from the LINAC are accumulated up to 400 mA , and its energy is ramped up (down) to the desired value. Due to various reasons, the beam current decays exponentially in a typical life time of 10 hours (18 hours for 1.5 GeV 100 mA ).

There are eleven radiation-photon beam lines (BL01 - BL11) around the NewSUBARU storage ring. Synchrotron radiation produced at the bending magnet and insertion devises are utilized as light sources at ten out of eleven beam lines (BL02 - BL11). The radiations produced with bending magnets have continuous energy distributions ranging from IR to soft X-ray, and those produced with the insertion devises have narrower energy distributions in lower energy region. Among the beam lines in the NewSUBARU facility, BL01 has the unique feature. Here, a quasi-monochromatic gamma-ray beam generated by laser Compton scattering (LCS) is available.

### 2.1.2 BL01

BL01 [170] is the only beam line designed for gamma-ray beam production in the NewSUBARU facility. It is located on the extension of one of the straight line of the storage ling. A schematic drawing of BL01 is shown in Fig. 2.2. The experimental setup for the present study is also drawn. In the BL01 beam line, gamma-ray beams are generated from relativistic electron beams and visible (or infrared) laser photons by using the laser Compton Scattering (LCS) technique.

## Laser Compton Scattering

The Laser Compton Scattering (LCS) technique is a powerful method that can be utilized to obtain intense photon beams with small energy and angular spread. As seen in a conceptual diagram of LCS shown in Fig. 2.3, the head on collision of electron and laser photon is used in this technique.

In the case of head on collision between a relativistic electron and a laser photon, energy of photon $\left(E_{\gamma}\right)$ scattered to very-backward angle $(\theta \sim 0)$ is approximated as

$$
\begin{equation*}
E_{\gamma}=\frac{E_{L} \gamma^{2} /(1+R)}{1+\gamma^{2} \theta^{2} /(1+R)}, \quad R=\frac{4 E_{L} \gamma}{m_{e} c^{2}} \tag{2.1}
\end{equation*}
$$

where $E_{L}, \gamma, \theta$ are the laser photon energy, the Lorentz factor of an electron, and the angle of scattered photon measured from electron beam axis respectively. Here, $m_{e}$ and


Figure 2.2: Top view of the BL01 beam line at NewSUBARU synchrotron radiation facility taken from Ref. [1]. Infrared photon beams generated with the $\mathrm{NdYVO}_{4}$ laser modules were guided into the electron storage ring after two times of reflections. Backscattered photons off head-on collision with relativistic electron beams coming from left were straightly guided to the experimental hatch at the right most of the figure in which the MAIKo active target and the $\mathrm{NaI}(\mathrm{Tl})$ beam monitor were installed. On the way to the hatch, photons were sieved with the two collimators to be monochromatic photon beams.


Figure 2.3: Laser Compton scattering (LCS) in the laboratory frame. An incident electron and laser photon are shown in the red dotted line and blue dotted wavy line. The scattering angle of the photon $\theta$ is defined with respect to the direction of the incident electron.
$c$ denote the rest mass of electron and the speed of light. This formula means the energy of incident photon is amplified after the Compton scattering. The energy amplification factor in the typical experimental condition is large enough (on the order of $10^{6}-10^{7}$ ) to create MeV -gamma-ray from the laser photons with an energy order of eV .

According to Eq. (2.1), the value of $E_{\gamma}$ depends on $\theta$ and become maximal when $\theta=0$. Thus, it is important to select the photons scattered to very backward angle $(\theta \sim 0)$ for producing the gamma-ray beams of narrow energy spreading. This condition is realized by collimators placed on the way of scattered photon sufficiently apart from the collision point.

## Beam Line Elements

The beamline elements drawn in Fig. 2.1 are explained along the beam generation sequence. As for the primary photon generator, various laser modules are available depending on the purpose in BL01. In the present measurement, the $\mathrm{Nd}: \mathrm{YVO}_{4}$ laser module was user for the primary photon generation. The wave length of photon from $\mathrm{Nd}: \mathrm{YVO}_{4}$ is 1064 nm , which corresponds to 1.165 eV , and the maximum power of the laser module is 30 W . The oscillation of the laser module synchronized with square wave pulses of 8 ns width repeated in 20 kHz . Moreover, the laser was repeatedly operated with an cycle of 80 ms on amd 20 ms off. This corresponded to a duty cycle ratio of $80 \%$. Namely, the averaged frequency of laser pulse was 16 kHz .

Photons generated by the laser module were linearly polarized with nearly $100 \%$ polarization. The polarization vector of the laser photon can be rotated by a half-wave plate directly downstream of the laser output port. Thereby, nearly $100 \%$ linearly polarized photons of arbitrary polarization direction were obtained. From the view point of tracking efficiency of the MAIKo active target, photons linearly polarized in the direction tilted 10 degrees from the vertical axis were mainly used for the present experiment. Because the polarization of the LCS $\gamma$ rays is maximum at the scattering angle of $180^{\circ}$ [171], highly polarized beams were obtained at the GACKO beam hutch.

Photons led through the half-wave plate were, then, transported by the mirrors toward the storage ring. Finally, photons were injected into the vacuum duct to a collision point in the straight section in the storage ring. Photons back scattered at the collision point were employed as gamma-ray beam. The alignment of the optical elements were checked by using the He-Ne laser beam. We confirmed that the He-Ne laser beam send from the opposite side of the straight section was led through the straight section and the mirror system in the opposite direction onto the output port of the Nd: $\mathrm{YVO}_{4}$ laser.

As shown in Fig. 2.1, the two collimators were consecutively installed on the extension of the straight section. These collimator was made from thick lead slab, and the diameters of their circular aperture on their center were 3 mm and 2 mm respectively in the order from the upstream of the beam. The one in the downstream, which was located 1847 cm away from the collision point, effectively limited the scattering angle of photons. The alignments of the collimators were optimized by tuning the x-y position and the tilt of
the collimators to the conditions that the maximal beam intensity was achieved.
The instruments for the measurement were installed in the GACKO (Gamma collaboration hutch of Konan University) beam hutch behind the collimators. For the present experiment, the MAIKo active target was introduced in the GACKO hutch. In addition, the $\mathrm{NaI}(\mathrm{Tl})$ scintillation detector based beam monitor was placed just before the radiation shield at the end of the hutch.

## Beam Monitor

Gamma ray beams punched through the MAIKo active target were measured using the beam monitor at the downstream end of the GACKO beam hutch. A large cylindricalshaped $\mathrm{NaI}(\mathrm{Tl})$ detector was employed as the beam monitor. The dimension of the detector was 6 inches $(15.24 \mathrm{~cm})$ in diameter and 12 inches ( 30.48 cm ) thick, which is sufficiently large compared to the radiation length ( 2.588 cm ) and the Molière radius ( 4.105 cm ) of $\mathrm{NaI}[8]$.

Scintillation light from the $\mathrm{NaI}(\mathrm{Tl})$ crystal was collected by four photomultiplier tubes (PMT) fixed on the backend of the crystal. Charge outputs from the PMT were first amplified by preamplifiers (Model 113, ORTEC), then combined by a sum and invert amplifier (Model 533, ORTEC), and finally pulse-shaped by a spectroscopy pile-up amplifier (Model 572A, ORTEC).

Pulse height of processed signal was recorded by a high rate multi channel analyzer (APU8208, Techno AP). The input-signal dynamic range of the MCA was $0-10 \mathrm{~V}$, and the resolution of ADC was 16 bits. The amplifier gain was selected so that the largest signal pulse did not exceed the dynamic range of the MCA.

### 2.1.3 Beam Conditions

Present measurement was performed with the six different beam energies. The summary of the beam energy is shown in Table 2.2. The electron beam energy $\left(K_{e}\right)$ shown in the table is the calibrated one based on the formula in Ref. [169], where systematic deviation of nominal beam energy from the true value was corrected. The gamma-ray energy ( $E_{\max }$ ) is maximum energy in the energy spectrum. These conditions were selected to cover the energy region where the results of previous studies contradicts.

Bunches of gamma-ray beam arrived in a frequency of 16 kHz , which is the average frequency of laser pulse. In a typical operation condition od the present measurement, several to a dozen photons were contained within a beam bunch. Namely, the intensity of the gamma-ray beam was few ten to few hundred kHz .

The storage ring was operated in the decay mode because beams with energy other than 1 GeV were required for the present measurement. Electron beams injected from the LINAC were accelerated in the storage ring to the desired energy. After the accel-

Table 2.2: Beam energy condition of the present measurement. $K_{e}, \lambda, E_{\text {max }}$ denotes the kinetic energy of electron beam, the wave length of the laser, and the maximal energy of the gamma-ray beam.

|  | $K_{e}(\mathrm{MeV})$ | $\lambda(\mathrm{nm})$ | $E_{\max }(\mathrm{MeV})$ |
| :---: | :---: | :---: | :---: |
| 1 | 1145.90 | 1064 | 23.0 |
| 2 | 1170.81 | 1064 | 24.0 |
| 3 | 1195.14 | 1064 | 25.0 |
| 4 | 1242.55 | 1064 | 26.0 |
| 5 | 1265.77 | 1064 | 27.0 |
| 6 | 1310.98 | 1064 | 30.0 |

eration process, the current in the storage ring gradually decayed in a life time of a few hours. Beam instability sometimes caused sudden loss of beam current by half during the acceleration or the measurement. While the measurement, the current of electron beam in the storage ring was between 50 and 300 mA . When the current become lower than about 50 mA , we discarded the remaining beam in the storage ring to the beam dump and resumed beam injection process.

The laser module was operated at a power of approximately $10-20 \mathrm{~W}$. As the electron current decreased, the laser power was adjusted to compensate for decrease of electron current. The power was limited to the extent that optical devices are not heated too much. This was because thermal deformation of the mirrors caused decrease of the transport efficiency of laser photons, and consequently the photon beams.

### 2.2 MAIKo Active Target

### 2.2.1 Overview

We developed the Time Projection Chamber (TPC) based target system named MAIKo. The schematic view of the MAIKo active target is shown in Fig. 2.4. The system is a type of the detector commonly known as the active target, where the medium of the detector also plays a role of the reaction target. As for the MAIKo active target, the gas mixtures whose main component is the target of nuclear reaction are employed as the detection gas of the TPC. The MAIKo active target is very versatile enough to operate with various compositions of gas mixtures of a various thicknesses: for instance, the detector performances with $\mathrm{He}(93 \%)+$ iso- $\mathrm{C}_{4} \mathrm{H}_{10}(7 \%)$ at 430 hPa [172], He $(93 \%)+$ $\mathrm{CO}_{2}(7 \%)$ at 430 hPa [172], $\mathrm{He}(98 \%)+\mathrm{CF}_{4}(2 \%)$ at 2000 hPa [173], $\mathrm{H}_{2}$ at 1000 and 1500 hPa [174], $\mathrm{H}_{2}(86 \%)+\mathrm{CH}_{4}(14 \%)$ at 1450 hPa [174], $\mathrm{He}(96 \%)+\mathrm{CO}_{2}(4 \%)$ at 500 and 1000 hPa [175], and $\mathrm{H}_{2}(90 \%)+$ iso- $\mathrm{C}_{4} \mathrm{H}_{10}(10 \%)$ at 100 hPa [176] were studied so far. The detector is sensitive to the charged particles going through the cubic-shaped volume shown in Fig. 2.4. When the beam injected into the sensitive volume triggers the desired reaction with the target nuclei inside, the scattered, recoiled, and decay particles from the


Figure 2.4: Schematic picture of MAIKo active target taken from Ref. [1]. This figure displays a typical ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ event, in which a ${ }^{4} \mathrm{He}$ nucleus absorbs a photon (thin green arrow coming from the opposite direction) to break up into a proton (the thickest red line) and a ${ }^{3} \mathrm{H}$ (thicker blue line). Electrons generated along the trajectories of the decay particles were drifted with the uniform electric field to the $\mu$-PIC at the bottom. For good visibility, potential wires on the front side and the lower half of GEM are not drawn in the figure.
reaction were detected by MAIKo. This detector was originally developed to perform missing-mass spectroscopy of unstable nuclei, and we have successfully performed the measurement of alpha-(in)elastic scattering off ${ }^{10} \mathrm{C}$ with MAIKo [175].

There are two major advantages of the active target system in terms of decay particle measurement. First, it lowers the detection limit of the low energy particles. This factor is critical in the measurement of both photodisintegration and scattering under inverse kinematics condition. Especially in case of the photodisintegration study, the detection limit of low energy particle constrains the accessibility to the low energy region near the reaction threshold. In the case of conventional gaseous target, target gas is filled in a container having a pair of windows which is hermetically sealed with thin films, and the decay particle detectors are installed outside the window. Therefore, lower-energy charged decay particles can not reach the detector because they lose all of their kinetic energy as they penetrate the target and encapsulating material. In contrast, the use of active target allows measurement to be made without the influence of materials in between. Second, it improve the geometrical detection efficiencies. In the conventional case, the angular coverage of the particle detector is limited, which decrease the detection efficiency of decay particles. By using active target, all the areas around the reaction point can be covered by the sensitive volume. Thus, a full solid-angle detection acceptance is ideally realized.

As stated earlier, MAIKo is operated as a TPC. TPC is a gaseous tracking device, which allows one to reconstruct the three-dimensional trajectory of charged particles passing through the sensitive volume. When a charged particle traverses the drift region of MAIKo, it ionizes target gas molecules and form electron cloud along its path. These Electrons are guided by strong electric field applied in the drift region. Thanks to the uniformity of the electric field, electrons are led downward to the multiplication region in the MAIKo without changing their relative positions. Electrons arrived to the multiplication region are amplified via avalanche multiplication process firstly at gas electron multiplier (GEM) [177], then at micro pixel chamber ( $\mu$-PIC) [178]. The electric signals induced on electrodes in the $\mu$-PIC are readout via dedicated circuits named the Iwaki board [179].

### 2.2.2 Detector Structure and Readout

Structure The detectors shown in Fig 2.4 is installed in a stainless-steel vacuum chamber with a volume of approximately 30 L , which is filled with the detection gas. In the present experiment, the gas mixtures composed of $\mathrm{He}+\mathrm{CH} 10$ at $500,1000,2000 \mathrm{hPa}$ were used as the detection gas. There exist apertures on upstream and downstream side of the chamber, which are entrance and exit windows for the beam. Thin films of 125 $\mu \mathrm{m}$-thick Kapton ${ }^{\circledR}$ seal the aperture and insulate the chamber from the atmosphere.

The volume of the sensitive volume of MAIKo is $100 \times 100 \times 110 \mathrm{~mm}^{3}$ in the order of width, depth, and height. The width and depth are limited by the area of GEM, and height are defined by the height of the drift cage. The supporting frames for the drift
cage are made from glass epoxy laminate (G10). In order to reduce the deterioration of the detector performance due to outgassing from detector materials, the gas mixture in the detector are constantly replaced by the gas circulation system. The detail of the gas handling system is explained later.

Fig. 2.5 shows the electric circuit of the MAIKo active target. The sensitive volume is the area between the cathode plate and the grid mesh. Electrical connection between detector elements are depicted schematically.

Drift cage The sensitive volume of MAIKo is surrounded by the drift cage. The drift cage was optimized and newly constructed for the present experiment, which was smaller than tha employed in the previous experiment [175] with respect to its height. The outer dimension of the drift cage is $151 \times 151 \times 115 \mathrm{~mm}^{3}$, in the order of width, depth, and height. The top and bottom of the drift cage are defined by the cathode plate and grid mesh. The dimension of the cathode plate is $151 \times 151 \times 5 \mathrm{~mm}^{3}$, and its surface was buff-polished to avoid electric discharges from fine scratches on the plate. The grid mesh is composed of the wire with a diameter of 150 micro meter aligned in the interval of 0.85 mm . The mesh was pasted on an outer frame made of The electric field formed around the grid mesh behave like a semipermeable membrane for electrons and ions. In other words, it allows electrons produced in the sensitive volume to pass through and blocks ions produced in the GEM and the $\mu$-PIC.

The distance between the cathode plate and the grid mesh, which defines the height of the sensitive volume, is kept at 110 mm by the for pillars standing at the corner of the cathode plate. The pillars are cylindrical shape with crosswise grooves curved in the side at 5 mm interval. Field wires are doubly wound onto the grooves on the pillars. The wires are made from $\mathrm{Be}-\mathrm{Cu}$ and $125 \mu \mathrm{~m}$ in diameter. These wires are electrically connected to adjacent ones through the metal film resistor of $10 \mathrm{M} \Omega$, Similarly, the wire on the topmost and the bottommost are connected to the cathode plate and grid mesh through the resistor of the same electrical resistivity, respectively. By applying negative high voltage between on the cathode plate, upward electric field are uniformly formed inside the drift cage. Thanks to the doubly layered field wires, non-uniformity of the electric field inside the sensitive volume is reduced within $0.4 \%$ [180].

Before the present measurement, the drift cage was aligned so that the beam passes through the center of the sensitive volume. The electrons produced in the sensitive volume are led downward to the amplification region composed of the GEM and the $\mu$-PIC.

GEM A photograph of a GEM is shown in Fig. 2.6 [181]. GEM is a thin insulating film with periodically aligned through holes, and the surface of the GEM are covered by metal conductor. A high voltage is applied between the front and back of the GEM to form a strong electric field in the holes. That field triggers an avalanche amplification of incoming electrons and results in the signal amplification. Consecutively, these electrons are led out of the GEM guided by the field.


Figure 2.5: Circuit diagram of the MAIKo active target.

A gas electron multiplier (GEM) is installed in the middle of the grid mesh and the $\mu$-PIC in MAIKo for the purpose of electron pre-amplification. The dimension of the GEM placed in MAIKo is $100 \times 100 \mathrm{~mm}^{2}$, and the polymer insulator sheet in between conductor sides is $100 \mu \mathrm{~m}$ thick. The $70 \mu \mathrm{~m}$-diameter holes are drilled on the GEM in the $140 \mu \mathrm{~m}$-pitched equilateral triangular pattern. The electrical wiring around the GEM are shown in Fig. 2.5.
$\mu$-PIC $\quad \mu$-PIC is fine-pitched double-sided stripped electrode implemented on a printed circuit board (PCB). The schematic structure of $\mu$-PIC is illustrated in Fig. 2.7. A pixel of $\mu$-PIC is composed of concentric anode and cathode, and electrodes of same polarity on consecutive pixels are electrically connected to form strips. Cathode strips are implemented on the front side and anode strips are implemented on the back side. The direction of anode and cathode strips are crosswise. During its operation, a positive high voltage is applied to the anode electrodes, whereas the cathode electrodes are grounded. That results in an electric field between the electrodes, which is strong enough to trigger an electric avalanche in the vicinity of the anode. Therefore, incoming electrons are first guided toward the anode pixels and amplified by avalanche process near the anode. Then, positive ions and secondary-electrons produced via the gas multiplication are attracted to electrodes. Consequently, electric signals are induced on the electrodes by the motion of these charged particles.

In MAIKo, the $\mu$-PIC is in charge of electron amplification and signal read-out. That is placed after the GEM and electron multiplied in the GEM are led to $\mu$-PIC. The $\mu$ PIC installed in MAIKo is a square 102.4 cm on a side and consists of $400 \mu$ m-pitched $256 \times 256$ pixels. Each strips of the anode and cathode are connected to the readout board. Therefore, total number of readout channel is 512 (anode: $256+$ cathode: 256). The PCB, on which $\mu$-PIC is implemented, is attached on the top flange of the vacuum chamber. Thus, the drift direction of electrons is anti-parallel to the gravity direction. The anode (cathode) strips are oriented parallel (perpendicular) to the beam direction. Therefore, side (front) view of the charged-particle trajectory is reconstructed from signals induced on the anode (cathode) strips.

Front-end electronics The electrodes of the $\mu$-PIC are first connected to the capacitor and resistor (CR)circuit boards. The CR circuit board act as a high-pass filter. One CR circuit board can process signals from 256 channels, therefore 2 CR circuit boards are attached to MAIKo. Each signal line from $\mu$-PIC is connected to the read-out board through the coupling capacitor of $100-\mathrm{pF}$ and to the high voltage input. The line from the high voltage input are first distributed into 16 lines. Each of the divided lines is connected to a $1 \mathrm{G} \Omega$ resistor. Finally, it is again distributed into 16 lines and connected to the signal line via a $1 \mathrm{M} \Omega$ resistor.

The analog signals processed through the filter circuit are then processed by the dedicated readout electronics called Iwaki board. Each Iwaki board can process signals from 128 channels, ths the for Iwaki boards are used in MAIKo. The block diagram of the


Figure 2.6: Photograph of a gas electron multiplier (GEM) taken from Ref. [181]


Figure 2.7: Schematic picture of a micro pixel chamber ( $\mu$-PIC) taken from Ref. [172]

Table 2.3: Specifications of the FE2009bal ASIC

| Number of Channels | 16 |
| :--- | :--- |
| Peaking Time | 30 ns |
| Gain | $800 \mathrm{mV} / \mathrm{pC}$ |
| Dynamic Range | $-1-+1 \mathrm{PC}$ |
| Cross Talk | $<0.5 \%$ |
| Noise | $\sim 6000$ electrons |
| Power Consumption | $18 \mathrm{~mW} / \mathrm{ch}$ |

board is shown in Fig. 2.8. Signals are pre-amplified, shaped, and discriminated by the application specific integrated circuit (ASIC) chips named FE2009bal. The performance of the chip is shown in Table 2.3. The chip provides 16 digital out put and 1 analog output. The digital signal indicates the high or low status of each discriminator, whereas the analog signal is a sum of shaped analog signals.

The status of the digital signals from FE2009bal are sampled to be encoded synchronized with a $100-\mathrm{MHz}$ clock. In addition, the analog signals from the chip for 32 adjacent strips of $\mu$-PIC are summed and digitized by the $25-\mathrm{MHz} 8$ bit flash analog-to digital converters (FADC). These data are continuously written in a internal memory implemented in a field-programmable gate-array (FPGA) chip on the Iwaki board. They are stored in a circular buffer of with a capacity of $10.24 \mu \mathrm{~s}$. When a Iwaki board receives a trigger signal, the data in the buffer is transferred to the first-in-first-out (FIFO) buffer. Subsequently, that data is transferred to the VME memory modules as the board received a transfer signal.

Gas handling system A dedicated gas handling system was designed for MAIKo. This system maintains the mixture ratio and density of the detector gas by controlling the gas flow both at the inlet and the outlet of the detector chamber. A schematic


Figure 2.8: Block diagram of the data processing in the Iwaki board. The data flow is depicted with the orange thick arrows. The control input and analog output of the board are shown by the thin solid arrows.
diagram of the gas handling system is shown in Fig. 2.9.
The stability of the gas condition is certified with the dedicated monitor system. As shown in Fig. 2.9, the pressure, temperature, and dew point (equivalent to humidity) inside the detector chamber are continuously measured. These physical quantities are converted to the analog voltage output by the sensors, and converted again to the digital value by the analog to digital converter (ADC) module of the programable logic controller (PLC). The digitized values are periodically readout by a monitoring server and recorded in a text file.

Gases from the gas cylinders are first gated by mass flow controllers (MFC), and then supplied into the detector chamber through its inlet. Since the flow rates of the individual gasses are controlled by the MFCs, the mixture ratio and the total flow rate of mixed gas are kept constant. The outlet of detector chamber is connected to a scroll vacuum pump via a Piezo actuator valve. The density of the chamber gas is maintained by controlling the aperture ratio of the valve. The valve is equipped with a proportional-integralderivative (PID) controller, where a voltage output of the pressure gauge is given as a process variable. In order to compensate the gas-density variation due to fluctuation of the room temperature, set value for the PID controller is corrected using the temperature $T$ as

$$
\begin{equation*}
P_{\mathrm{set}}^{\prime}=\frac{T}{300(\mathrm{~K})} P_{\mathrm{set}}, \tag{2.2}
\end{equation*}
$$

where $P_{\text {set }}^{\prime}$ and $P_{\text {set }}$ are corrected and original chamber pressure, respectively. This correction ensures to keep the gas density constant at the density at $P=P_{\text {set }}$ and $T=300 \mathrm{~K}$. This on-line conversion is done in the PLC. After that, $P_{\text {set }}$ is converted to the analog voltage output by the digital to analog converter (DAC) module and send to the PID controller.

The gas evacuation line is designed to minimize a risk of fire. If gas from the Piezo actuator valve is released inside the experimental hutch, the hutch would be filled with the gas including burnable component, namely $\mathrm{CH}_{4}$. That increases the risk of fire. In order to prevent that burnable gas to be spread over the sealed hutch, the evacuated gas from the valve is, first, diluted with nitrogen gas immediately to the mixture ratio sufficiently lower than the explosion limit of the burnable component. Then, the diluted gas is guided with the piping toward the exhaust duct of the experimental hall and released there.

### 2.2.3 Operating Condition

The MAIKo active target was operated with the $\mathrm{He}(90 \%)+\mathrm{CH}_{4}(10 \%)$ mixture gas. This composition of operating gas was designed to achieve high signal to noise ratio and stable operation at the same time. Although pure helium gas is ideal as a target when considering the $\mathrm{S} / \mathrm{N}$ ratio of the yield, organic gas as a quencher is essential to obtain the desired operating conditions for a gaseous particle detector. $\mathrm{CH}_{4}$ was selected as the quenching gas in the present measurement. In case of MeV -photon beam experiments,


Figure 2.9: Schematic diagram of the gas handling system. The flow direction of the piping is shown by the triangles on the lines. Some pipe elements such as bypass lines and normally open valves are not shown in the picture because they are not used while in operation. He and $\mathrm{CH}_{4}$ gases reserved in the gas cylinders are extracted via the mass flow controllers (MFC) with their flow rate controlled and released in the MAIKo chamber. Physical circumstance within the chamber, namely the pressure, temperature, and dew point (equivalent to humidity), are monitored periodically. The chamber gas is continuously sucked out by the scroll pump (SP). This gas evacuation rate is controlled by the aperture of the Piezo actuator valve (PV) on the way, and thus the gas density in the chamber is kept constant. The exhaust gas of the pump, is released in the buffer chamber. Therein, $\mathrm{N}_{2}$ gas is constantly provided via the needle valve (NV) and the flow rate meter. Incoming chamber gas, that is burnable due to $\mathrm{CH}_{4}$, is diluted by the inert $\mathrm{N}_{2}$ gas and released at the exhaust duct safely.
the main source of the background event stems from the photodisintegration of elements heavier than ${ }^{1} \mathrm{H}$. On the other hand, ${ }^{1} \mathrm{H}$ atoms do not contribute to the background, because photodisintegration and photoproduction are not allowed energetically. $\mathrm{CH}_{4}$ molecules does not contains the heavier elements other than carbons, and its composition ratio of carbons over hydrogens are the least in all the available hydrocarbons. Thus, the $\mathrm{CH}_{4}$ is one of the good choice in this situation.

The target thickness was optimized for the measurement of the charged particles from the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions. The range of decay charged particles are determined from the total energy and energy deposit of the particles. That is why the range is important information for particle identification. The range can be reconstructed only if the particle stops inside the sensitive volume. However, the energy deposit of decay particles take on a wide range of value, and therefore, it is realistically impossible to stop all the charged particle inside the sensitive volume while keeping the shortest range long enough to detectable length. Thus, the decision criteria of the target thickness was settled based on the range of the decay particles as follows;

1. The range of ${ }^{3} \mathrm{He}$ is short enough to stop in the sensitive volume of the active target.
2. The ranges of protons and ${ }^{3} \mathrm{H}$ are long enough to punch through the sensitive volume.

These conditions were fulfilled in the certain target thickness since the ranges of protons and ${ }^{3} \mathrm{H}$ are far longer than that of the ${ }^{3} \mathrm{He}$. This is because the ratio of the amount of the kinetic energy shared by the decay particles from two-body photodisintegration is approximately equal to the inverse ratio of the particle mass ratio, and the energy deposit $(d E / d x)$ of charged particles is proportional to the square of its electric charge and inverse of its kinetic energy.

In addition, the suitable target thickness depends on the beam energy. For simplicity, three measurement conditions, $500 \mathrm{hPa}, 1000 \mathrm{hPa}$, and 2000 hPa were employed in the present measurement. The ranges of the decay particles under these conditions are shown in the panels (a) - (c) in Figs. 2.10. The energy dependence of the range for the decay particles from both ${ }^{4} \mathrm{He}$ and ${ }^{12} \mathrm{C}$ photodisintegration are shown together. In order to fullfil the ideal condition for the range measurement, the ${ }^{3} \mathrm{He}$ should stop inside the range sensitive region of the MAIKo active target, and $p$ and ${ }^{3} \mathrm{H}$ should not. That can be judged in the panels (d) - (f) in Figs. 2.10. Therein, the beam energy dependence of the decay particle range are shown. The correspondence between beam energy and the target thickness is summarized in Table 2.4. As can be seen in the panels (d) - (f) in Figs. 2.10, these combination pass the requirements. The target gas was supplied in the flow rate of $100 \mathrm{cc} / \mathrm{min}$, and its thickness was kept constant by the dedicated gas handling system described before.

The electric field inside the sensitive volume was set so that the electron drift velocity was about $1.5 \mathrm{~cm} / \mu \mathrm{s}$. This value was determined from the record time length of the Iwaki board ( $10.24 \mu \mathrm{~s}$ ) and height of the sensitive volume ( 110 mm ). If the drift velocity


Figure 2.10: Ranges of the decay particles in the medium gas of the MAIKo active target, namely $\mathrm{He}(90 \%)+\mathrm{CH}_{4}(10 \%)$ at 500 , 1000 , and 2000 hPa . (a) - (c) Kinetic energy dependence of the ranges of the decay particles from ${ }^{4} \mathrm{He}$ photodisintegration $\left(p,{ }^{3} \mathrm{H}\right.$, ${ }^{3} \mathrm{He}$ ), and those from ${ }^{12} \mathrm{C}$ photodisintegration $\left(p,{ }^{11} \mathrm{~B},{ }^{11} \mathrm{C}\right)$. The range sensitive region of the MAIKo active target is shown with the filled area. (d) - (e) Beam energy dependence of the decay particles from the photodisintegration reactions, ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He},{ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$, ${ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{C},{ }^{12} \mathrm{C}(\gamma, p){ }^{11} \mathrm{~B}$. Here, the $p$ from the decay of ${ }^{12} \mathrm{C}$ nuclei is denoted by $p^{\prime}$. The kinetic energy of the decay particles are estimated from the case that the particle is emitted to the $\theta=90$ degrees in the center of mass system.
is $v$ and the time measurement range is $T$, the measurable height range is given by $v T$. Therefore, the measurable height with the drift velocity of the $1.5 \mathrm{~cm} / \mu \mathrm{s}$ was about 150 mm and was enough to cover the whole sensitive volume ( 110 mm ). The trend of the drift velocity with respect to the strength of the drift field was calculated using the Magboltz code [182], and the high voltage applied to the cathode plate of the drift cage was optimized based on the result. As shown in Table 2.4, the drift velocity was set to $1.53,1.78$, and $1.66 \mathrm{~cm} / \mu \mathrm{s}$ for the measurements with the target pressures of 500 , 1000 , and 2000 hPa , respectively. These actual drift velocity was confirmed roughly from events triggered by cosmic rays, in which the electrons were generated throughout the top and the bottom of the sensitive volume along with the trajectories of cosmic rays punching through the sensitive volume vertically. In that case, the time duration of signal would be equal to the product of the drift velocity and the height of the drift cage. We confirmed this relation held within few $\%$, and the nominal velocity was used in the further analysis.

Table 2.4: Target thickness for each beam condition. $k$ is the index of the condition. The thickness is expressed with its pressure at $T=300 \mathrm{~K}$.

| k | $E_{\gamma}(\mathrm{MeV})$ | Target thickness $(\mathrm{hPa})$ | Drift velocity $(\mathrm{cm} / \mu \mathrm{s})$ |
| :---: | :---: | :---: | :---: |
| 1 | 23.0 | 500 | 1.53 |
| 2 | 24.0 | 500 | 1.53 |
| 3 | 25.0 | 1000 | 1.78 |
| 4 | 27.0 | 1000 | 1.78 |
| 5 | 28.0 | 1000 | 1.78 |
| 6 | 30.0 | 2000 | 1.66 |

### 2.3 Data Acquisition

### 2.3.1 Overview

The data acquisition system based on the VME modules was employed in the present measurement. The system was composed of the front-end electronics, the NIM logic circuit, and the VME based backend electronics. The signal from the MAIKo active target was first processed by the front-end electronics, i.e. the Iwaki board. Part of the processed signals were then transported to the NIM logic circuit for the trigger decision. When the trigger was fired from the NIM logic circuit, the data transfer request signal was sent to the IWAKI board, and the data stored in the board were delivered to the VME memory board modules. After this data transfer ended, the data in the memory modules and other VME modules were read out through the VMEbus by the VME CPU module, and then written in the data disk. After the data writing finished, the system resumed to accept the trigger. These process resulted in the dead time of the data acquisition. The VME modules were controlled using the babirl software suite [183] which is commonly
used in the experiment at the RI beam factory (RIBF) in RIKEN. The dead time of the system were managed by the back-end software and that was fed back as a VETO signal for the NIM logic circuits which was in charge of the trigger decision.

### 2.3.2 Trigger

The trigger signal for the data acquisition was generated by the NIM logic circuits based on the analog output from the Iwaki boards. As mentioned earlier, each board has 4 analog output channels which emit the summed signals from 32 adjacent strips in the $\mu$-PIC. Analog signals from anode strips of the $\mu$-PIC were originally positively polarized pulses. These signals were inverted to the negative polarization by the inverter amplifier module, and input to the leading edge discriminator module combined with the analog signals from the cathode which has negative polarity. The threshold voltages of the discriminator modules were set low enough so as not to miss the photodisintegration events. The logical sum of the output from all the discriminator channels was employed as the trigger decision. The typical trigger rate in the present measurement was less than 100 Hz . At that time, the data acquisition efficiency was higher than $99 \%$. That means the dead time of the system hardly deteriorated the performance of the data acquisition.

## Chapter 3

## Data Analysis

### 3.1 Overview

The aim of the present work was to determine the cross section of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions over the photon beam energy range between $23.0-30.0 \mathrm{MeV}$. In this section, the procedure we performed on the data obtained from the present measurement is described.

The reaction cross sections were calculated from the total beam flux and the number of the photodisintegration events. The total beam flux was estimated from the fitting analysis on the energy spectrum measured with the beam monitor, whereas the number of events was counted from the tracking analysis on the acquired data. In addition, the tracking efficiency owing to the detector geometry and the algorithm of the tracking analysis must be taken into account to correct measurement yields to estimate the number of the events.

The analysis on the beam particles is described in Ch. 3.2. The total flux was derived from the template fitting analysis on the energy spectrum measured with the beam monitor. A Monte Carlo simulation for the beam-energy-profile estimation is also explained. In Ch. 3.3 , the analysis on the decay particles is expressed. From the decay particle trajectories measured with the MAIKo active target were tracked and sorted in a certain algorithm. The events of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{H}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions were extracted. Details of a Monte Carlo simulation for tracking efficiency estimation is also given here. Finally, the procedure to derive the cross sections is presented in Ch. 3.4.1. The differential cross sections were first derived, and the total cross sections for each reaction channel were then determined.

### 3.2 Analysis of Beam Particles

The beam particles were measured with the $\mathrm{NaI}(\mathrm{Tl})$ beam monitor installed on the downstream end of the BL01 beam line (Fig. 2.2). During the decay-particle measurement using the MAIKo active target, the energy deposition spectrum by the photon beams was recorded with the data acquisition system independent of that of the MAIKo active target.

Since several incident beam photons were injected into the beam monitor at once, the measured energy spectrum was the superposition of the response functions to $n$-photon injection event. The unfolding analysis to obtain the probability distribution function of the photon multiplicity was necessary to obtain the total flux. For this purpose, we have measured the one-photon response function and then produced $n$-photon response functions. The energy spectra acquired with the physics data are fitted with the response template functions run by run. Finally, the total flux and its uncertainties were estimated for each run. The validity of these procedures had been studied in Ref. [184]. The one used in the present study is the extension of the technique to the general cases where the number distribution of incident photon does not necessarily to be regarded as the Poisson distribution.

In addition, the beam energy profile was deduced for all the beam conditions. This was done by fitting the energy spectrum generated with a Monte Carlo simulation to that measured in the present experiment. The energy profile information was used to deduce the cross sections as described later.

### 3.2.1 Timing Structure and Energy Spectra

In the NewSUBARU BL01 beam line, the photon beams are generated from the Compton scattering of the laser photon off the relativistic electron beams in the storage ring. Therefore, the time structure of the laser and the electron beam determine that of the photon beam, and this structure requires an analysis to deduce the beam flux.

The timing structure of the various element relevant to the beam production are shown in Figs. 3.1. As stated in Ch. 2.1.2, the $\mathrm{Nd}: \mathrm{YVO}_{4}$ solid state laser which we employed for the present measurement was operated pulse-wise: the oscillation was turned on for 8 ns every $50 \mu \mathrm{~s}(20 \mathrm{kHz})$. In addition, the module was operated at $80 \%$ duty cycle, or the module was turned on for the duration of 80 ms , and then turned off for 20 ms . Therefore, the repetition frequency of the laser photon was effectively 16 kHz .

On the other hand, according to the specification of the storage ring (Table 2.1), it takes approximately 396 ns an electron bunch to run one lap of the ring. This time is equivalent to a repetition in 2.53 MHz , namely the RF frequency divided by the harmonic number. The repetition frequency of the electron beam varies depending on the filling pattern of electron beam bunch, and it is at most in the RF frequency 499.955 MHz (every 2 ns ).

(b)

Laser oscillation

(c)

Electron beam


Figure 3.1: Schematic diagrams of the timing structures of the beam. (a) Duty cycle of the laser module. (b) Oscillation of the laser module. (c) Electron beam bunches.

Due to the difference between the time scale of the laser photons and electrons, the resultant photon beams follows the hierarchical timing structure. First, the beams had the finest timing structure owing to the electron beam frequency at most 499.955 MHz . Second, the finer timing structures were included in the repetition of the laser emission at 20 kHz with the duration of 8 ns . Third, the coarsest timing structure was due to the duty cycle of the laser module.

From the measurement side, the decay time constant of the scintillation light emission in $\mathrm{NaI}(\mathrm{Tl})$ crystals is on the order of $1 \mu \mathrm{~s}$. Therefore, the finest timing structure of 2 ns interval can not be decomposed with the beam monitor. On the other hand, the medium structure of $50 \mu$ s interval is able to be distinguished. In consequence, the signal pulses synchronizing with the laser oscillation is counted one by one using the beam monitor. The pulse height of processed signals were recorded with the MCA. Since the throughput of the MCA is high enough to process every signals, the counting loss due to the data acquisition was ignorable.

A typical energy spectrum measured during the physics measurement is shown in the panel (a) in Figs. 3.2. In the present measurement, the typical intensity of the photon beam was about $10^{5} \mathrm{cps}$, whereas the effective frequency of the beam bunch was 16 kHz . This meant several to ten photons were arrived at the "same" time in a beam bunch. Because of this multi-hit event, the measured energy spectrum exhibited the complicated pattern as shown in the panel (a) in Figs. 3.2. The approximately equally spaced peak structures were observed in the spectrum. This pattern could be understood by the assumption that the energy spectrum is a superposition of the multi-photon responses. Namely, the each peak structure corresponds to the one, two, and more photon injection event from left to right.

In addition to the physics runs, the energy spectra under the different beam conditions were also recorded. One is the spectrum obtained with a low intensity beam, and shown in the panel (b) in Figs. 3.2. The vertical axis in the panel is drawn in the logarithmic scale, whereas the inset panel depicts the same spectrum but with the linear scale. This spectrum can be approximately regarded as the one-photon response of the beam monitor. However, it contains a small fraction of backgrounds that can not be attributed to the one-photon injection as can be seen in the external panel. The treatment on these contaminating components will be described in the next section. Moreover, the spectra with no LCS beam was also recorded. That condition was realized by stopping the laser module that is in charge of the production of the primary photon for the LCS. A typical spectrum from this condition is shown in the panel (c) in Figs. 3.2. That spectra can be interpreted as the background spectra due to the electron beam in the storage ring.

### 3.2.2 Response Functions

In order to know the total beam flux, this multi-hit events observed in the energy spectrum must be handled properly. When the response functions of the beam monitor to $n$-photons injection are given as $t_{n}(x)$ at channel $x$, the observed energy spectrum should


Figure 3.2: Typical beam energy spectra obtained under three different beam conditions. (a) Spectrum from the measurement with the high intensity beam. The peaks in the spectrum are attributed to the multi photon injection at the "same" time. (b) Spectrum from the measurement with the low intensity beam. The inset panel shows the same spectra but with the linear scale. (c) Spectrum from the measurement with no LCS beam.
ideally be fitted with the template function $T_{0}(x)$ shown below,

$$
\begin{equation*}
T_{0}(x)=\sum_{n=1}^{\infty} w_{n} t_{n}(x) . \tag{3.1}
\end{equation*}
$$

Here, $w_{n}$ stands for the weight factors for $n$ hit events. All the response functions $t_{n}(x)$ are normalized so that their integral values are equal to unity.

The response function to one photon event $t_{1}(x)$ was deduced from the energy spectrum measured with a low-intensity beam, such as the one shown in the panel (b) in Figs. 3.2. If the beam intensity is low enough, $w_{n}$ s for all the $n>1$ is almost zero, and the resultant spectrum is approximately proportional to $t_{1}(x)$. Fig. shows the typical energy spectrum measured with low intensity beam. As seen in Fig., that spectrum is incomplete to be regarded as $t_{1}(x)$ in three points: (1) contaminating background event in the high-energy region, (2) small fractions of multi-photon contributions, and (3) instrumental cut-off in the low-energy side.
$t_{1}(x)$ was deduced from the following procedures. First, the amount of the contamination of the background was estimated from the template fitting using the background spectrum, and its contribution was subtracted from the measured histogram. The energy spectrum originating from the background events was measured with the laser module turned off. That spectrum was shown in the panel (c) in Figs. 3.2. The result of this template fitting is shown in tha panel (a) in Figs. 3.3. The shaded region of the raw energy histogram depicted with the black line is fitted to the background spectrum shown by the red line. The scaled template spectrum was subtracted from the raw spectrum.

Second, small contribution from multi-photon events in higher energy region were fitted with the function

$$
\begin{equation*}
f_{\mathrm{mul}}(x)=\exp \left(p_{0}+p_{1} x\right) \tag{3.2}
\end{equation*}
$$

and subtracted from the spectrum. The best $f_{\text {mul }}(x)$ to fit the background subtracted histogram is shown with the red line in the panel (b) in Figs. 3.3. That is overlaid on the background subtracted histogram depicted with the black line. The parameters $P_{0}$ and $P_{1}$ of $f_{\mathrm{mul}}(x)$ were determined from the fitting analysis regarding the spectra in the shaded region. The best fit spectra was subtracted from the background subtracted histogram.

Third, the missing low-energy-side tail in the spectrum was extrapolated with the function

$$
\begin{equation*}
f_{\text {low }}(x)=\exp \left(p_{2}+p_{3} x\right)+p_{4} . \tag{3.3}
\end{equation*}
$$

That is shown in the panel (c) in Figs. 3.3. The red line is indicating the $f_{\text {low }}(x)$ reproducing the result of the former process. The part of spectrum to the left of the shaded region was substituted with the best $f_{\text {low }}(x)$. Next, the high-energy side tail was truncated above the lowest bin ( $x_{\max }$ ) whose entry was less than its error. The low energy end of this truncation is shown by the light vertical dashed line in (c) in Figs. 3.3. The result of the procedures mentioned so far, or the background-free spectrum $\tilde{H}_{1}(x)$ is shown in tha panel (d) in Figs.3.3.

Finally, the $t_{1}(x)$ was obtained from

$$
\begin{equation*}
t_{1}(x)=\frac{\tilde{H}_{1}(x)}{\sum_{x^{\prime}=0}^{x_{\max }} \tilde{H}_{1}\left(x^{\prime}\right)}, \tag{3.4}
\end{equation*}
$$

where $\tilde{H}_{1}(x)$ was the background-free spectrum. Thanks to the low-energy and highenergy end processing done on $\tilde{H}_{1}(x), t_{1}(x)$ takes positive value only within the $x$ range [ $0, x_{\text {max }}$ ], and is set to zero otherwise. In addition, the integration over the $x$ is normalized because of Eq. 3.4.

Based on the $t_{1}(x)$, the multi-photon response functions $t_{n}(x)$ were produced from the iterative convolutions. Since $t_{1}(x)$ was normalized to unity, it could be regarded as the probability mass function of the response to one photon injection. Under the assumption that the detector lineally responded to multi photons, the two photon response function $t_{2}(x)$ was written as

$$
\begin{equation*}
t_{2}(x)=\sum_{x^{\prime}} t_{1}\left(x-x^{\prime}\right) t_{1}\left(x^{\prime}\right) \tag{3.5}
\end{equation*}
$$

In addition, the $n$-photon response was also obtained inductively from $(n-1)$-photon response $t_{n-1}$ as

$$
\begin{equation*}
t_{n}(x)=\sum_{x^{\prime}} t_{n-1}\left(x-x^{\prime}\right) t_{1}\left(x^{\prime}\right) \tag{3.6}
\end{equation*}
$$

In the present work response functions for the photon number up to $n=60$ was produced for each measurement condition.

It is known that the detector does not respond lineally to the multi photon injection, and its response quenches as the multiplicity increases [185]. This effect was taken into account in the fitting procedure described in the following section.

### 3.2.3 Template Fitting

We performed the template fitting of the measured spectrum by using the response functions defined in the previous section. We employed the template function $T(x)$ expressed in the following formula

$$
\begin{equation*}
T(x)=\sum_{n=1}^{60} w_{n} t_{n}(x)+w_{\mathrm{BG}} t_{\mathrm{BG}}(x) . \tag{3.7}
\end{equation*}
$$

Compared with the $T_{0}(x)$ shown before, the photon-multiplicity $n$ were limited within the range $n \leq 60$, and the response function due to the background event $t_{\mathrm{BG}}$ was added.

In addition, the quenching effect for the multi photon injection was also considered. The quenching of this beam monitor was studied in Ref [185], where a empirical formula describing the light output quenching was given. We used the modified version of the empirical formula given below

$$
\begin{equation*}
y=a x^{\eta}+d . \tag{3.8}
\end{equation*}
$$



Figure 3.3: Procedures for estimating the one-photon response function $t_{1}(x)$. (a) Background subtraction. The raw energy spectrum obtained from the low-beam-intensity measurement is shown with the black histogram, and the contribution from the background estimated from the template fitting is overlaid on the spectrum. The energy region considered in the fitting analysis is indicated with the filled region. (b) Multiphoton event elimination. The background subtracted energy spectrum is shown with the black histogram. The tail of the multi-photon response approximated with Eq. 3.2 is indicated with the red line. (c) Low-energy and high-energy ends processing. The black histogram shows the energy spectrum resulting from the multi-photon event elimination. The part of the spectrum to the left of the left vertical dashed line is substituted with a function described by Eq. 3.3, which is shown with the red line. In addition, the other part of the spectrum to the right of the right vertical dashed line is truncated. (d) Spectra obtained after the subtractions and end processing. The resultant spectra $\tilde{H}_{1}(x)$ is drawn with the black histogram. The raw energy spectrum is also shown by the filled region. The inset figure is the same one but drawn with the linear scale. $t_{1}(x)$ is finally obtained after the normalization following Eq. 3.4.

Here, $x$ and $y$ are the channel number before and after saturation, respectively. $d$ is the parameter we added to the original formula. $\eta$ is defined as follows,

$$
\begin{equation*}
\eta=(1-c) \cdot \exp (-b x)+c \tag{3.9}
\end{equation*}
$$

There are four parameters $a, b, c$, and $d$ in this model. According to the Ref. [185], these parameters varied with respect to the various beam conditions such as the intensity. Therefore, we did not adopt single parameter set to all the measured spectra. Instead, we estimated the best parameters for the each spectrum.

We defined the $n$-photon template functions distorted by using Eq. (3.8) as $\tilde{t}_{n}(x)$ as,

$$
\begin{equation*}
\tilde{t}_{n}(x)=\sum_{x^{\prime}} R_{x, x^{\prime}} t_{n}\left(x^{\prime}\right), \tag{3.10}
\end{equation*}
$$

where $R_{x, x^{\prime}}$ was the conversion coefficient given from the Eq. (3.8). Then, the equation (3.7) was rewritten as

$$
\begin{equation*}
\tilde{T}(x)=\sum_{n=1}^{60} w_{n} \tilde{t}_{n}(x)+w_{\mathrm{BG}} t_{\mathrm{BG}}(x) \tag{3.11}
\end{equation*}
$$

Here, we did not apply Eq. (3.8) to the background template $t_{\mathrm{BG}}(x)$. The term $t_{\mathrm{BG}}(x)$ contributed to the measured spectrum only when the no photons were included in a beam pulse. We assumed this situation was totally identical to the background measurement, and the quenching in this situation was already included in the measured background template $t_{\mathrm{BG}}(x)$. In addition, during the physics run, the average photon number in a beam pulse was high enough that we could regard the influence of the $t_{\mathrm{BG}}(x)$ on the fitting result was minor.

The parameters $w_{n}, w_{\mathrm{BG}}$, and $a-d$ which reproduced the measured spectrum best were searched by using the computational minimization package MINUIT [186] implemented in the ROOT library [187]. The object of the minimization was the chi-square defined by considering the error of the template functions as follows,

$$
\begin{equation*}
\chi^{2}=\sum_{x=x_{\min }}^{x_{\max }} \frac{\left(H_{\mathrm{tgt}}(x)-\tilde{T}(x)\right)^{2}}{\Delta H_{\mathrm{tgt}}(x)^{2}+\Delta \tilde{T}(x)^{2}} \tag{3.12}
\end{equation*}
$$

Here, $H_{\text {tgt }}(x)$ stands for the measured energy spectrum to be fitted, and the variables begin with $\Delta$ are the statistical uncertainties. $x_{\min }$ and $x_{\max }$ are the minimum and maximum boundary for the fitting range.

Since the dimension of the parameter is large, we divided the minimization the procedure to search for the best parameter that minimize Eq. (3.12) in three steps. First, chi-square were minimized varying $w_{n} \mathrm{~s}$. In this process, the $w_{n} \mathrm{~s}$ were optimized individually starting from the largest $w_{n}$ in the descending order. Next, the best ratio of $w_{\text {BG }}$ over the sum of $w_{n} \mathrm{~S}$ was searched. This search was constrained that this ratio was less than tha value when the energy region lower than the one photon peak, where the background template took the larger value, was totally explained with the background
template. Then, the parameters for the quenching effect were optimized. By iteratively repeat these three steps of minimization for 100 times, the chi-square converged to the best parameter set.

It should be noted that we did not assume that the $w_{n}$ s obeyed the Poisson distribution. It is true that these parameters must follow the Poisson distribution with the mean of the average photon number in a beam bunch in the case of a short-time measurement. However, in the present measurement, the measurement time of 1 hour was not necessarily short compared with the decay time of the electron beam, and the average photon number in a beam bunch also decayed over time. For the reason, we searched the best $w_{n} \mathrm{~s}$ in more general cases rather than limiting them in the single Poisson distribution.

The statistical uncertainties of $w_{n} \mathrm{~S}$ were estimated from the interval of each $w_{n}$ where the chi-square becomes 1 larger than the best-fit chi-square value at its boundary. For simplicity, we assumed that the $w_{n} \mathrm{~s}$ were the approximately independent, and the limit of the interval was determined for each $w_{n}$ individually. The chi-square calculated from Eq. (3.12) should ideally be the same to the number of degrees of freedom (NDF) $\nu$, but the chi-square tended to be larger than the NDF in the present result. This suggested that our model might be insufficient to fit the measured spectrum completely, and the uncertainties adopted in the denominator in Eq. (3.12) was underestimated. We defined the corrected chi-square ( $\tilde{\chi}^{2}$ ) as follows

$$
\begin{equation*}
\tilde{\chi}^{2}=\frac{\nu}{\chi_{\text {best }}^{2}} \chi^{2} \tag{3.13}
\end{equation*}
$$

where $\chi_{\text {best }}^{2}$ is the chi-square evaluated by substituting parameters with the best fit results. The uncertainty intervals were estimated based on the corrected chi-square, or the upper and lower limit of the uncertainty interval for each $w_{n}$ were defined at the point where $\tilde{\chi}^{2}=\nu+1$.

The total photon flux $\Phi$ was determined from the best fit parameters as,

$$
\begin{equation*}
\Phi=\sum_{n=1}^{60} n w_{n} . \tag{3.14}
\end{equation*}
$$

Since all of the template functions $\tilde{t}_{n}(x)$ were normalized to be unity, $w_{n}$ was equal to the most probable number of event with photon multiplicity of $n$. Therefore, $\Phi$ was obtained from the weighted mean of the $w_{n}$.

A typical result of the template fitting is shown in Figs. 3.4. The raw energy spectrum which is subject to the fitting is shown in the panel (a) in Figs.3.4. That is fitted with the model described in Eq. (3.11). The corrected response functions $\tilde{t}_{n}(x)$ based on the best quenching parameter are shown with the dashed lines in the panel (b) in Figs. 3.4. Each peak corresponds to individual $\tilde{t}_{n}(x)$ from left to right in the ascending order of the index $n$. The best parameters of the quenching model Eq. (3.8) and (3.9) were $(a, b, c, d)=\left(1.07,8.77 \times 10^{-7}, 0.50,0.00\right)$. The result of the fitting is shown in the panel (c) in Fig. 3.3. The model function with the best parameters is overlaid on the raw spectrum. The response functions $\tilde{t}_{n}(x)$ scaled by the weight factors $w_{n}$ are also drawn with the dashed lines.


Figure 3.4: Procedure for beam flux estimation taken from Ref. [1]. (a) is the energy distribution measured with the $\mathrm{NaI}(\mathrm{Tl})$ beam monitor, and each peak structure in the histogram is correspond to energy deposit by several photons injected at the same time. (b) and (c) are the detector response templates for fitting analysis and the result of fitting analysis respectively. In (c), the best fit result (thick red line) overlaid on the measured distribution and template functions multiplied with weight factors (green dashed line) are overlaid on the measured energy distribution.

### 3.2.4 Uncertainties

The statistical uncertainty of the total photon flux $\Delta \Phi_{\text {stat }}$ was evaluated from the propagation from those of $w_{n}$ as

$$
\begin{equation*}
\Delta \Phi_{\text {stat }}=\sqrt{\sum_{n=1}^{60} n^{2} \Delta w_{n}^{2}} \tag{3.15}
\end{equation*}
$$

where the $\Delta w_{n}$ is the average of the upper and lower uncertainties of $w_{n} . \Delta \Phi_{\text {stat }}$ was at $0.2 \%$ for each measurement in average.

The systematic uncertainties on the total photon flux evaluated from Eq. (3.14) was estimated from the total photon flux evaluated by the various methods. We employed six alternative methods for the total flux evaluation, and we denoted them as $\Phi_{1}, \ldots \Phi_{6}$. Three of them $\left(\Phi_{1}, \Phi_{2}, \Phi_{3}\right)$ were based on the assumption that the average number of photons in a beam bunch $m$ was obtained by the average channel number of the multiand single-photon spectra. Then, the total flux was evaluated from the product of $m$ and the total events of multi-photon spectrum. This method was one adopted in Ref. [185]. In another method $\left(\Phi_{4}\right)$, the number of beam bunch evaluated from the product of the measurement time and the repetition frequency of the laser was employed instead of the total events od multi-photon spectra. The last two method ( $\Phi_{5}, \Phi_{6}$ ) was the correction to Eq. (3.14) with respect to the contribution from the higher multiplicity events.

First, as described in Ref. [185], the total flux was the product of the average photon number $m$ and the total number of beam bunch $N_{\gamma}$ as

$$
\begin{equation*}
\Phi_{i}=m_{i} \times N_{\gamma}, \quad(i=1,2,3) \tag{3.16}
\end{equation*}
$$

$i$ is the index of the evaluation method that takes value from 1 to 3 . Here, the average photon number was obtained as

$$
\begin{equation*}
m_{i}=\frac{\bar{N}_{m}^{i}}{\bar{N}_{s}^{i}}, \tag{3.17}
\end{equation*}
$$

where $\bar{N}_{m}^{i}$ and $\bar{N}_{s}^{i}$ were the average channel number of the multi- and single-photon spectrum for $i$ th method. The average channel number of the spectra $H(x)$ was defined as,

$$
\begin{equation*}
\bar{N}_{m / s}^{i}=\frac{\sum x H_{m / s}^{i}(x)}{\sum H_{m / s}^{i}(x)} . \tag{3.18}
\end{equation*}
$$

The photon spectrum defined below were employed,

$$
\begin{align*}
H_{m}^{1}(x) & =\sum_{x^{\prime}} R_{x, x^{\prime}}^{-1}\left(H_{m}\left(x^{\prime}\right)-w_{\mathrm{BG}} t_{\mathrm{BG}}\left(x^{\prime}\right)\right)  \tag{3.19}\\
H_{m}^{2}(x) & =\sum_{x^{\prime}} R_{x, x^{\prime}}^{-1} H_{m}\left(x^{\prime}\right)  \tag{3.20}\\
H_{m}^{3}(x) & =H_{m}\left(x^{\prime}\right)-w_{\mathrm{BG}} t_{\mathrm{BG}}\left(x^{\prime}\right)  \tag{3.21}\\
H_{s}^{1}(x) & =H_{s}^{2}(x)=H_{s}^{3}(x)=t_{1}(x)\left(=\sum_{x^{\prime}} R_{x, x^{\prime}}^{-1} \tilde{t}_{1}\left(x^{\prime}\right)\right) . \tag{3.22}
\end{align*}
$$

Here, $R_{x, x^{\prime}}^{-1}$ was the coefficient of the inverse matrix of quenching effect $R_{x, x^{\prime}}$ defined in Eq. (3.10). By multiplying the matrix, nonlinearity due to the quenching effect is canceled. In other word, the multi-photon spectrum after the background subtraction and the quenching correction was used in the first method $\left(\Phi_{1}\right)$, and that after the quenching correction and after the background subtraction were used in the second and third method $\left(\Phi_{2}, \Phi_{3}\right)$, respectively. The first method should be the most reliable result. The aim of the comparison among these results was quantitatively assessing the fluctuation due to the treatment of the background and the quenching effect.

Second, the forth candidate of the total flux $\Phi_{4}$ was evaluated from the number of beam pulse estimated in another way. The number of beam pulse $\tilde{N}_{\gamma}$ could be obtained as,

$$
\begin{equation*}
\tilde{N}_{\gamma}=f_{\text {laser }} \times T, \tag{3.23}
\end{equation*}
$$

where $f_{\text {laser }}$ and $T$ were the effective repetition frequency of the laser ( $=16 \mathrm{kHz}$ ) and the measurement time, respectively. It should be noted that $\tilde{N}_{\gamma}$ was the number of the timings that the Compton scattering can occur, whereas the $N_{\gamma}$ was the number of the events when the photons were detected by the detector. Thus, we must properly treat the possibility of the zero-photons-injection event to obtain the total flux from $\tilde{N}_{\gamma}$. Since the probability mass function of the photon multiplicity was approximately equivalent to the Poisson distribution, we assumed this distribution to deduce the probability of the zero-photons-injection event. The probability mass function of the Poisson distribution $P_{\lambda}(n)$ with the mean of $\lambda$ was written as,

$$
\begin{equation*}
P_{\lambda}(n)=\frac{\lambda^{n}}{n!} e^{-\lambda} . \tag{3.24}
\end{equation*}
$$

We assumed the weight factor $w_{n}$ was proportional to $P_{\lambda}(n)$. The weighted mean of $w_{n}$, $\tilde{m}$ was given as

$$
\begin{equation*}
\tilde{m}=\sum_{n} n w_{n} . \tag{3.25}
\end{equation*}
$$

Then, the relation below held between $\lambda$ and $\tilde{m}$

$$
\begin{equation*}
\tilde{m}=\frac{\lambda}{1-e^{-\lambda}} . \tag{3.26}
\end{equation*}
$$

The $\lambda$ was uniquely determined by numerically solving this formula, because the right hand side was the single-valued function of $\lambda$. Finally, the total flux $\Phi_{4}$ was obtained as

$$
\begin{equation*}
\Phi_{4}=\tilde{N}_{\gamma} \times \tilde{m} . \tag{3.27}
\end{equation*}
$$

The aim of the comparison with $\Phi_{4}$ was the evaluation of the possible counting loss due to the data acquisition system.

Third, the last two candidates for the total flux, $\Phi_{5}$ and $\Phi_{6}$ were calculated as the corrected version of the $\Phi$ given from Eq. (3.14). The contribution from the events with higher photon-multiplicity was considered here. The number of basis employed in the template fitting procedure was 60, and the multiplicity more than 60 was ignored in Eq.

Table 3.1: Summary of $\Phi_{i}$. The average of the difference between $\Phi^{i}$ and $\Phi$ normalized with $\Phi$ is displayed in the second column. The systematic uncertainty involved with the assumption adopted for the derivation of $\Phi$ should be at most within these values.

| $i$ | $\left\langle\Delta \Phi^{i} / \Phi\right\rangle$ | note |
| :---: | :---: | :---: |
| 1 | $+0.3 \%$ | $m \mathrm{w} / \mathrm{BG}$ \& quenching corr. |
| 2 | $+2 \%$ | $m \mathrm{w} /$ quenching corr. |
| 3 | $+4 \%$ | $m \mathrm{w} / \mathrm{BG}$ corr. |
| 4 | $+4 \%$ | $\tilde{m}$ and \# of the Compton scat. |
| 5 | $+0.4 \%$ | higher $n$ corr. 1 |
| 6 | $+0.3 \%$ | higher $n$ corr. 2 |

(3.14). The correction was made from asymptotic behavior of $w_{n}$ deduced from $w_{n}$ at the region of $n \sim 60$. $w_{n}$ were fitted with the exponential function

$$
\begin{equation*}
f_{\text {asym }}(n)=\exp \left(p_{0}+p_{1} n\right) . \tag{3.28}
\end{equation*}
$$

The interval of $n$ involved in this fitting was widely (narrowly) chosen for $\Phi_{5}\left(\Phi_{6}\right)$, thus $p_{0}$ and $p_{1}$ for $\Phi_{5}$ and $\Phi_{6}$ were different. By adding the contributions of the asymptotic behavior of $w_{n}$, the total photon flux expressed in the Eq. (3.14) was corrected as,

$$
\begin{align*}
\Phi_{5 / 6} & =\sum_{n=1}^{60} n w_{n}+\sum_{n=61}^{\infty} n w_{n} \\
& \sim \Phi+\int_{61}^{\infty} x f_{\text {aym }}(x) d x \\
& =\Phi+\frac{1-61 p_{1}}{p_{1}^{2}} \exp \left(p_{0}+61 p_{1}\right) . \tag{3.29}
\end{align*}
$$

The aim of the comparison with $\Phi_{5}$ and $\Phi_{6}$ was check the fluctuation originated by adding the $w_{n}$ at higher $n$ in Eq. (3.14).

We examined the difference for each measurement and evaluate the ratio of the difference over $\Phi$, namely $\left(\Phi_{i}-\Phi\right) / \Phi$. The results are summarized in Table 3.1. $\left\langle\Delta \Phi^{i} / \Phi\right\rangle$ are the normalized difference normalized over the all measurements. As shown in Table 3.1, the averages took positive values, whereas the this value took negative values for some runs. The averaged difference had the largest value of $+4 \%$ with $\Phi^{3}$ and $\Phi^{4}$. This meant that the $\Phi$ tended to be $4 \%$ smaller value than those obtained from the procedures in which the quenching effect or the average number of photons treated under the different assumptions. The systematic uncertainty on $\Phi$ would be less than the difference between $\Phi_{i}$ and $\Phi$ itself. Thus, we conclude that the systematic uncertainty on $\Phi$ was at most within $\pm 4 \%$. This uncertainty is similar magnitude with one estimated in the previous study [184], which was $3.5 \%$.

### 3.2.5 Energy Profile Estimation

The energy profile of the beam particle was essential to obtain the cross section. A Monte Carlo simulation was performed to estimate the energy profile of the photon beam. The simulation incorporated the effect of the random production of the beam particles, the process of their interaction with the material on the beam line, and the response of the beam monitor. The Geant4 toolkit [188] was used to implement the particle tracking process in the simulation. The version of the Geant 4 employed in the study was 4.10.04.

In the simulation process, the photon beam was randomly generated based on the realistic situation. First, the position of the Compton scattering between a laser photon and a electron was randomly generated. The $z$ (longitudinal) -position was generated within the interval around the waist of the electron beam, and the $x$ - (horizontal) $y$ (vertical) positions were then generated by taking the $z$-dependence of the spot size of the electron and laser into account. Finally, the Compton scattered photon beam was generated at the position by simulating the Compton scattering based on the KleinNishina formula.

In order to track the interacting process of the photon beams, the beam line elements were virtually positioned in the simulated geometry to reproduce the configuration of the present measurement. As mentioned earlier, the pair of collimators made of lead played the main role to limit the angle of the Compton scattering. In addition, the the beam shutter and the absorber for the radiation lights were also taken into account. Since their aperture were much larger than that of the collimators, their effect on the beam particle tracking were minor. The beam monitor was virtually installed at the downstream end of the beam line. We adopted the physics list provided as "EM Standard Physics" in the Geant4 library in which the electromagnetic interaction of electrons and photons in the energy range up to 10 TeV was covered.

The total beam energy deposit $E$ in the beam monitor was counted for each event. The information of the total energy was deteriorated due to finite resolution of the detector. We adopted the normal distribution $\mathcal{N}(E, a \sqrt{E})$ to generate the output of the beam monitor, where $\mathcal{N}(\mu, \sigma)$ meant the normal distribution of the mean of $\mu$ and the standard deviation of $\sigma$. As the parameter $a, 0.1\left(\mathrm{MeV}^{1 / 2}\right)$ was adopted so as to reproduce the measurement result.

The parameters for the simulation was tuned to reproduce the energy spectra obtained by the measurement with the low-intensity beam. In the present work, we adjusted the electron beam emittance in the $x$ direction for each measurement condition. The incident energy spectrum of the LCS photons estimated by the simulation is shown in the upper panel of Fig. 3.5, and its deduced energy-deposit spectrum folded with the finite energy resolution of the $\mathrm{NaI}(\mathrm{Tl})$ detector is shown in the lower panel of Fig. 3.5. Energy spectrum measured with the beam monitor was reproduced by the deduced energy-deposition spectrum. Therefore, we could deduce the raw-energy spectrum of the incident beams.


Figure 3.5: Energy spectrum of the LCS photons estimated by the Monte Carlo simulation (a), and the energy-deposit distribution measured with the NaI ( Tl ) beam monitor (b). when the maximum LCS-photon energy was 30.0 MeV . The solid line in (b) shows the measured spectrum whereas the solid circles are obtained by the Monte Carlo simulation. These figures are taken from Ref. [1].

### 3.3 Analysis of Decay Particles

The decay particles from the photodisintegration were measured with the MAIKo active target installed in the GACKO beam hutch on the BL01 beam line. The decay particle information, namely the image of the particle trajectories and the energy deposition in the sensitive volume, was acquired event by event. The trigger for the data acquisition was decided based on the signals induced on the MAIKo active target, which was independent from the data acquisition timing by the beam monitor.

A tracking analysis was performed to obtain the physical quantity of the event from the acquired image. Vast numbers of the background events were included in the acquired data set because the trigger condition was set loosely. Moreover, the acquired images were occasionally contaminated with the instrumental noise event in the photodisintegration event. Therefore, the noise pixels were removed by the data cleansing analysis before the tracking analysis. Then, the tracking analysis was performed on the processed data. Finally, most of the background events were cut out from the analyzed event set based on the robust criteria.

More detailed analysis based was performed on the data set to extract and sort the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events. In this process, the cut conditions dedicated to each reaction were established based on the geometry of the trajectories and energy deposits along those. The events passed the cut conditions were sorted with the emission angle from the event vertex.

The detection efficiency for the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions were evaluated by using a Monte Carlo simulation. Pseudo data set generated with the simulation was processed with both tracking and selection analysis. The efficiencies were estimated at each emission angle and in each division of the beam energy.

### 3.3.1 Preprocessing and Tracking Analysis

There are two purposes for the tracking analysis. One was roughly selecting the photo-disintegration-event candidates from the vast event set acquired, and another was extracting the physical quantity such as shape (length, angle) of the trajectories and the energy deposit. In this section, the explanation follows the timeline of the analysis. First, the typical data obtained from the various origins will be displayed. Next, the data cleansing method we applied to remove noise pixels in the obtained in the trajectory images will be explained. Then, the tracking algorithm will be described. Finally, the criteria for the data reduction will be given.

## Recorded Events

Since the trigger for the data acquisition was set loose, various types of events were recorded in addition to the ${ }^{4} \mathrm{He}$ photodisintegration event. Each type of events had
the distinctive features. The typical data originated from various types of events are displayed in the following paragraphs and Figs. 3.6-3.12. These figures include the digital hit pattern images and analog signal shapes. The filled regions in the hit pattern images indicate the time-over-threshold (TOT), or the time duration when the signal pulse from the strip is higher than the threshold value.

Here after, we call the hit pattern of anode (cathode) strips as the ZY (XY) image. The direction of the photon beams are parallel to the Z axis and normal to the XY image. The horizontal center of the beam was located above the strip electrode at $X=124$ in XY image. On the other hand, the vertical position of the track images are depend on events, since the time difference between the trigger and the beam injection, which determines the vertical position of the trajectories in the image, varies depending on the vertical extension of the trajectories towards the bottom of the image.

First, a typical event data interpreted as ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{H}$ is shown in Fig. 3.6. There is a thick short line extending from the beam position on the $X Y$ image. This line is the trajectory of ${ }^{3} \mathrm{H}$ from the ${ }^{4} \mathrm{He}$ photodisintegration, whereas the neutron does not make any trace in the image because the active target is insensitive to neutral particles. The energy deposit ( $d E / d x$ ) of ${ }^{3} \mathrm{He}$ is relatively large in the particles detected in the present experiment. This fact is recognized in the recorded signal shape. The amplitude of the signal induced by the ${ }^{3} \mathrm{He}$ is the largest among the decay particles ( $p,{ }^{3} \mathrm{H},{ }^{3} \mathrm{He}$ ) emerging from the ${ }^{4} \mathrm{He}$ photodisintegration reaction. Thanks to the optimization of the target thickness, the length of the ${ }^{3} \mathrm{He}$ trajectory is short enough to stop inside the sensitive volume.

Second, an example of the event data recording the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{He}$ is displayed in Fig. 3.7. There are two long lines. The thicker one is the trajectory of the ${ }^{3} \mathrm{H}$, whereas the thinner one is that of the proton. The difference of $d E / d x$ between the proton and the ${ }^{3} \mathrm{H}$ can be seen in the signal shape. Since the $d E / d x$ of both the proton and the ${ }^{3} \mathrm{H}$ is smaller than that of the ${ }^{3} \mathrm{He}$, the trajectories of them are long enough to escape from the sensitive volume.

Third, two background events attributed to the ${ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{C}$ and ${ }^{12} \mathrm{C}(\gamma, p){ }^{11} \mathrm{~B}$ reactions are shown in Figs. 3.8 and 3.9. In Fig. 3.8, only one very short thick line interpreted as the trajectory of ${ }^{11} \mathrm{C}$ is seen. On the other hand, in Fig. 3.9, one can see both the long thin and short thick line: the trajectory of proton and that of ${ }^{11} \mathrm{~B}$. The property of the acquired image involving the length of the trajectories is greatly different from those of ${ }^{4}$ He photodisintegration reactions. Therefore, the contamination of these events can be removed by the property given from the particle tracking analysis.

Forth, another background events caused by the Compton scattered electrons is displayed. The thin zigzag traces of the electrons are recorded in Fig. 3.10. Since, the $d E / d x$ of the electrons are far smaller than that of nuclei, these events are distinguishable from the photodisintegration events based on the amount of the energy deposit.

Fifth, an image produced by the instrumental noise is shown in Fig. 3.11. Electric noise was occasionally induced on the $\mu$-PIC by the short term discharges. The noise


Figure 3.6: Typical event attributed to the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction obtained from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. Upper panels show digital hit pattern readout from the anode (a) and cathode (b) electrodes. Blacked out areas indicate the time over threshold (TOT) of the signals, and highlighted regions show the channel division for the FADC readout. The lower panel (c) and (d) display the analog signal shape from the anode and cathode electrode, respectively. Signals in the panels are shifted upwards for visibility: the lowest line is the signal from the strips whose index is within $[0,31]$. The colors of the colored lines correspond to the color of highlighted regions in the upper panels.


Figure 3.7: Typical event attributed to the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction obtained from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.


Figure 3.8: Typical event attributed to the ${ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{C}$ reaction obtained from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.


Figure 3.9: Typical event attributed to the ${ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{~B}$ reaction obtained from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.


Figure 3.10: Typical event attributed to the Compton scattering obtained from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.


Figure 3.11: Typical event attributed to instrumental noise obtained from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.


Figure 3.12: Typical event attributed to reactions occurred outside the sensitive volume obtained from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.
also produce the trigger system when its pulse height is higher than the threshold. The images are covered by the large noise signals. The large undershoot can be seen in the signal shape, which is the unique feature associated with the noise event. Thus, the signal with a large amplitude toward the opposite polarity can be utilized to reject this events.

In addition to the event described above, the events triggered by the charged particles from the photodisintegration occurred out of the sensitive volume were also recorded (Fig. 3.12). In most cases of these events, no trajectories are detected within the region in the vicinity of the beam axis that extends parallel to the axis. Conversely, the all the trajectories extend from the beam region in the proper events. Therefore, the contamination of these events can be reduced by using the signal amplitude around the beam position in the XY plane.

## Data Pre-processing

Several quantities were calculated from the raw data before the following analysis. Hereafter, we define signal on an individual strip as a hit.

First, the hit information in strips, namely leading edge and the time over threshold (TOT), were calculated. The acquired pixel data in the black-and-white pattern were sorted and grouped into the timely (vertically in the image) neighboring pixels in the same strip. Each group corresponds to one signal induced on the strip. The height of the lowest pixel in the group is defined as the position of the leading edge of the signal, and the vertical distance between leading edge and the highest pixel in the group was defined as the TOT of the signal.

Second, the energy deposit is calculated from the wave form. The integration of a pulse is proportional to the amplitude of the energy deposit. This integration was performed over the time interval where the signal height is larger than the threshold value. In order to define the integration interval robust against noises, signal smoothened with the moving average filter was compared with the threshold. The interval from when the signal height exceeded the threshold to when it fell below the threshold again was defined as the integration interval. All the energy deposit values were sorted by the timing and the channels of FADC. Hereafter, the energy deposit on the $j$ th FADC segment (from $32 j$ th to $32 j+31$ th strips of $\mu$-PIC) is denoted as $\Delta E_{j}$, and the energy deposit summed over all the segments is indicated as $E$.

Third, the correspondence between the hits and energy deposits was determined. If an energy-deposit signal both timely and spatially overlaps a his on a strip, this energy deposit is associated with the hit. Since the FADC signals are the sum of the adjacent 32 strips, one energy deposit information is associated to multiple hits on the strips.


Figure 3.13: Cut condition imposed in the data reduction procedure: each panel shows the cut condition regarding (a) total $E$, (b) $\Sigma \Delta E$, and (c) undershoot of the signal. Insets are the enlargements of the corresponding panels. The data are results of the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. The selected parameter regions are shown with the filled areas in the panels.

## Data Reduction

The event set acquired in the present measurement contains the vast number of background. It is desirable to remove these events without affecting true events. We imposed three conditions to reduce background events. These conditions are shown in Fig. 3.13.

First one is related to the sum of energy deposits $E$ (the upper panel in Fig. 3.13). Events with smaller total energy deposit and larger total energy deposit are removed. The total energy deposit of events induced by the Compton scattering (See Fig. 3.10) is smaller than that of photodisintegration events, whereas the energy deposit of events induced by the discharge is larger (See Fig. 3.11) . Second one is related to the energy deposit summed over the region around the beam axis $\Sigma \Delta E_{j}$ (the middle panel in Fig. 3.13). Events of no energy deposit associated with the FADC channels around the beam axis are removed. Photodisintegration events occurring inside the sensitive volume have finite energy deposit around the beam axis, whereas those occurring outside do not
necessarily have energy deposit in this region (See Fig. 3.12). Third one is related to the minimum pulse height of signals observed with FADC (lower panel in Fig. 3.13). Events with signal of large undershoot are removed. Noise events induced by the discharge tend to have signal of large undershoot (See Fig. 3.11).

These criteria of event selection were set loose enough so as not to exclude the ${ }^{4} \mathrm{He}$ photodisintegration events. After this selection procedure, the number of events was reduced one order of magnitude.

## Data Cleansing

Before tackling with the tracking analysis, the data cleansing on the XY and ZY images was performed. The purpose of this procedure is remove the obviously false-hit pixels included in the images by using a simple algorithm.

In the present measurement, false-hit pixels caused by two different origins were observed (See for example (a) in Figs. 3.6, 3.8, and 3.9). That is caused due to the cross talk in the electric lines on the readout board. Signal lines that are 128 channels (half of the full width of the images) apart are fabricated close to each other on the read-out board. When a significantly large signal passes thorough a signal line, the crosstalk occurs on the signal line that is 128 channels away from it. Signals originating from crosstalk are observed as a signal pulse of opposite polarity than that of ordinary one. Occasionally, these signal make a hit in images. The other factor is electric noise cased in other reasons. Hits originating from noises have smaller TOT than that of ordinary one.

Hits caused by the noises should be removed before tracking analysis. In order to achieve the purpose, we performed the data cleansing of the hit images using energy deposits and the TOTs. The hits originating from crosstalk spawn a certain distance away from the real hit and is not associated with the energy-deposit. When a hit overlaps other hit 128 channels away and no energy deposit information are associated with either one, the hit of no-energy-deposit is removed. In addition, the hits originating from electric noise has smaller TOT than that of ordinary one. When the TOT of a hit is smaller than the threshold, that hit is removed from the images.

## Tracking

Trajectories of decay particles are reconstructed from the processed ZY and XY-image by a certain tracking algorithm. The algorithm consists of five steps described below. In these steps, only the leading edges of the pixels were used because the TOTs of signals varied drastically depending on the reaction channels and occasional discharges. These steps is designed to work correctly for "good" events containing 2 or less trajectories, and to actively eliminate other events. If processing for an event fails during any of these steps, processing for that event is terminated. The tracking procedures described below are schematically shown in Figs. 3.14.


Figure 3.14: Tracking procedures. The vertex search in XY image (a) and that in ZY image (b) are shown in the upper panels. Filled regions in the panels are the hit pattern and their leading edges on their bottom are highlighted. In addition, the inset panels are the enlargement of the region near the vertex. The vertex positions in each panel are shown with the filled circles. First, the vertex position in XY image (a) is determined within the region spanning $\pm 2 \mathrm{~mm}$ from the beam position. Then, the vertex in ZY image (b) is obtained using the Y position of the vertex. The tracking in XY image (c) and that in ZY image (d) are shown in the lower panels. The hits in the panels are sorted with the angular divisions shown with the radial lines from the vertex. The populations of the angles $\theta_{X Y}, \theta_{Z Y}$ are shown in the inset panels. There exist two localized peaks, and these clusters are attributed to the trajectories.

First, the position of the reaction point (vertex) in the image is determined. This procedure is first done for the XY image and then the ZY image, they are shown in the panels (a) and (b) in Figs. 3.14. The horizontal position of the beam center is regarded as the X position of the vertex in the XY image. This value is fixed at $X=124$ for all the events acquired. This position was determined from the TOT distribution shown in Fig. 3.15. The Y position of the vertex is determined from hits in the XY image (a). Median of Y positions of all hits within $\pm 2 \mathrm{~mm}$ to the left and right of the X position of the vertex is used as the Y position of the vertex. This region is shown with the vertically elongated highlighted region in the panel (a) in Figs. 3.14. Based on the Y position, all the hits within 2 mm to the below and above the Y position of the vertex in the ZY image (b) are extracted. This region is shown with the horizontal highlighted region in the panel (b) in Figs. 3.14. The Z position of the vertex is set to the z position of the hit which is the nearest to the vertex in the Y direction.

Next, the maximal number of trackable trajectories are counted in the XY image. This step is done by counting the number of hits more than 10 mm apart from the vertex in XY image. When the number of these hits in both the left and the right halves of the XY image is more than one, the number of trackable trajectories of the event is two. If the number of these hits in either the left or the right halves of the image is more than one, the number of trackable trajectories of the event is one. Otherwise, the number of the trackable trajectories is set to zero. The events is rejected if the number of the trackable trajectories is zero.

Then, the hits that exist radially around the vertex into groups that are aligned in a straight line. This procedure is schematically shown in the panels (c) and (d) in Figs. 3.14. All the hits in the XY and ZY image are classified by the angle of a line between the vertex and the hit. These angles are stored in a histogram with the bin-width of 12 degrees. These histograms for the XY image (c) and ZY image (d) are shown in the insert panels in the corresponding panels. As for the event shown in Figs. 3.14, there are two distinct peaks in the histograms, and they are attributed to the two trajectories. The hits in the bin of the maximal entry and the bins adjacent are extracted as the hit cluster candidate. The hits in the candidate group are checked sequentially in the ascending order of the distance from the vertex. If the distance of the vertex of the hit is much larger than that of the previous hit, the subsequent hits are excluded from the candidate group. After that, the candidate group are categorized as a hit cluster. If the number of trackable trajectories are two, this procedure is repeated for the hits which are not included in the hit cluster nor excluded. Eventually, hits clusters in the same number as the trajectories are found if this step succeeds.

After that, the trajectories in the XY and XZ images are reconstructed independently. The direction of a trajectory ( $\theta_{X Y}$ and $\theta_{Z Y}$ ) is determined by minimizing the sum of the square of the distance between the trajectory and hits in the clusters, whereas the length of the trajectory ( $R_{X Y}$ and $R_{Z Y}$ ) is set as the distance from the vertex of the farthest hit in the cluster. In addition, the TOT averaged over the hits in a cluster is associated with the trajectory. As seen in the inset panel in Fig. 3.16, the averaged TOT value $\tilde{T}_{X Y / Z Y}^{i}$ of the $i$ th trajectory in XY or ZY image had the correlation with the direction of the


Figure 3.15: Position dependence of the TOT in cathode signals, which was used for the beam position estimation. The TOT of all the hits in the selected events from the from $E_{\gamma}=30.0 \mathrm{MeV}$ measurement are shown. Events fulfilling the cut conditions, (1) smallest X among hits is less than 10, (2), largest X among hits is more than 240 , and (3) E is not so small, were selected so as to choose select the events that having horizontally elongated tracks, which is the characteristic of ${ }^{3} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events. Because of the difference in the energy deposit profile, there exist two horizontal loci in the panel: locus above (below) is attributed to the tracks of ${ }^{3} \mathrm{H}\left({ }^{1} \mathrm{H}\right)$. These loci would cross at the beam position where the reactions occur. As seen in the inset figure indicating the enlargement, that crossing point is on the highlighted square placed at $X=124$ strip. Thus, the beam position in the present measurement was approximated to be at $X=124$.
trajectory. That is corrected using the direction of the trajectory in the image $\theta_{X Y / Z Y}$ by

$$
\begin{equation*}
\tilde{T}_{X Y / Z Y}^{i}=T_{X Y / Z Y}^{i}\left|\cos \theta_{X Y / Z Y}\right|, \tag{3.30}
\end{equation*}
$$

where $T_{X Y / Z Y}^{i}$ is an averaged raw TOT value in XY or ZY image. The result of the correlation is shown in Fig. 3.16. We can see sharp peaks associated with the specific particles in the corrected TOT. The ${ }^{1} \mathrm{H}$-like component contaminating 1 -track events implies the necessity of the further selection analysis described later.

Finally, the trajectories are reconstructed in three-dimensional space by matching the trajectories in the XY and ZY images. The matching criteria is based the Y positions of the end point of trajectories. A pair of trajectories in XY and ZY images having similar end point height (within 10 mm ) is regarded as a candidate of the matching. However, no pairs are made between trajectories going upward and downward. If this pairing is uniquely determined for a XY trajectory, a three-dimensional trajectory is reconstructed from the pair of trajectories. If the pair candidates of a XY trajectory are duplicated, the ZY trajectory associated with the TOT value similar to that of the XY trajectory is adopted as the true pair. The direction $(\theta, \phi)$ and length $R$ and of the trajectory in three-dimensional space are calculated from the information of the matched trajectories as

$$
\begin{equation*}
(\theta, \phi)=\left(\tan ^{-1}\left(\frac{\tan \theta_{Z Y}}{\sin \theta_{X Y}}\right), \theta_{X Y}\right), \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
R=\frac{R_{X Y}}{|\sin \theta|} \tag{3.32}
\end{equation*}
$$

Here after, the direction of the trajectory is represented with the polar angle $\theta$ and the azimuthal angle $\phi$.

Some additional quantity is calculated for each reconstructed track. First, the polar angle of the decay particle in the center of mass frame $\theta_{\mathrm{cm}}$ is calculated by using the average beam energy calculated from the energy profile estimated by the simulation. Hereafter, this $\theta_{\mathrm{cm}}$ is simply denoted as $\theta$, unless otherwise noted. Second, the information whether the endpoint of the trajectory is inside the sensitive volume or not is associated with trajectories. If the endpoint is inside the sensitive volume, the measured trajectory length is equal to the range of the decay particle, which is related to the kinetic energy of that particle.

Moreover, the energy deposit $d E^{i}$ of the $i$ th trajectory is calculated by fitting the FADC distribution along the trajectory. The pulse height distribution of a ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ event is shown in the panel (a) in Fig. 3.17. The intensity of the color is proportional to the pulse height measured by the FADC. The energy deposit $\Delta E^{i}$ on the strip segment associated with the FADC chanel $i$ is obtained from the integral of the signal. The resultant value is shown in the panel (b) in Fig. 3.17. Here, we made a simple approximation that the depth $x$ dependence of the energy deposit of particles associated with the $i$ the trajectory obeys a linear function,

$$
\begin{equation*}
\frac{d E^{i}}{d x}(x)=P_{0}^{i}+P_{1}^{i} x \tag{3.33}
\end{equation*}
$$



Figure 3.16: Time over threshold (TOT) associated with the trajectory obtained from the measurement at $E_{\gamma}=30 \mathrm{MeV} . T_{X Y}^{i}$, or averaged TOTs from XY image are shown in the panels. The inset panel shows the angular dependence of $T_{X Y}^{i}$ with respect to the trajectory direction projected on the XY-plane $\theta_{X Y}$, namely $\phi$. One can see a correlation between $T_{X Y}^{i}$ and $\theta_{X Y}$, and that is corrected using Eq. 3.30 to be $\tilde{T}_{X Y}^{i}$. Tha main panel shows the distribution of the raw TOT $T_{X Y}^{i}$ and the corrected one $\tilde{T}_{X Y}^{i}$. The distributions for both 1 -track events and 2 -track events are also displayed. Three peaks in these distributions are associated with the track of ${ }^{1} \mathrm{H},{ }^{3} \mathrm{H}$, and ${ }^{3} \mathrm{He}$, respectively. There exists ${ }^{1} \mathrm{H}$-contaminations in 1-track events. They will be excluded by the selection analysis described later.


Figure 3.17: (a) Pulse height distribution of a ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ event and (b) its $\Delta E$ distribution. In the upper panel, the pulse heights of the measured signals are shown by the intensity of the color. The XY track image is also shown with colored region where hits attributed to the ${ }^{3} \mathrm{He}$ track ( $p$ track) going left (right) is colored in red (blue). In the lower panel, The energy deposits $\Delta E_{j}$ on each strip segments $(j)$ calculated from the integral of the signals are shown. $\Delta E_{j} \mathrm{~s}$ are depicted by cross-shaped markers, and the correspondence with the signals shown in the upper panel is displayed by background colors and the vertical arrows. $\Delta E_{j} \mathrm{~s}$ estimated by the fitting based on Eq. 3.34 is shown with the solid line. Fractions of the contribution from each decay particle is also shown with the dashed lines.
where $P_{0}$ and $P_{1}$ are free parameters. In consequence, the total energy deposit $\Delta E j$ on a $j$ th FADC segment (from $32 j$ th to $32 j+31$ strips) are approximately given as

$$
\begin{align*}
\Delta E_{j} & =\sum_{i=1}^{n_{\text {track }}}\left\{\frac{d E^{i}}{d x}\left(x_{j}^{i}\right)\right\} \Delta x_{j}^{i} \\
& =\sum_{i=1}^{n_{\text {track }}}\left\{P_{0}^{i}+P_{1}^{j} x_{j}^{i}\right\} \Delta x_{j}^{i} \tag{3.34}
\end{align*}
$$

where $n_{\text {track }}, x_{j}^{i}$, and $\Delta x_{j}^{i}$ are the number of trajectories, the depth of the $i$ th trajectory on the $j$ th FADC segment, and the length of the trajectory on the $j$ th FADC segment. The depth $x_{j}^{i}$ is measured between the reaction point to the mid point of the trajectory segment on the $j$ th FADC segment. Observed energy deposit on all the FADC strip is fitted to the formula Eq. (3.34) optimizing the free parameters. Finally, the energy deposit $d E^{i}$ of the $i$ th trajectory is calculated as

$$
\begin{align*}
d E^{i} & =\int_{0}^{L_{\mathrm{seg}}}\left\{P_{0}^{i}+P_{i}^{j} x\right\} d x \\
& =P_{0}^{i} L_{\mathrm{seg}}+\frac{1}{2} P_{1}^{i} L_{\mathrm{seg}}^{2} \tag{3.35}
\end{align*}
$$

Here, $L_{\text {seg }}$ is the width of a FADC segment ( 32 strips $=12.8 \mathrm{~mm}$ ). $d E^{i}$ is equivalent to the energy deposit of decay particle $i$ as it travels 12.8 mm from the reaction point.

### 3.3.2 Selection Analysis

In order to count number of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events acquired, a selection analysis was performed on the tracking results. As a result of the tracking analysis, events of successful tracking analysis are categorized with the number of reconstructed trajectories. The main component of events including one reconstructed trajectory is the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ events, whereas that including two trajectories is the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events. However, there still remains some contribution of the ${ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{C}$ and ${ }^{12} \mathrm{C}(\gamma, p){ }^{11} \mathrm{~B}$ events. These contaminating events are excluded by the selection analysis described here.

For the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ candidates, we required the five conditions below.

- The number of reconstructed trajectory is one.
- The reaction point is at least 1 cm distant from the edge of the sensitive volume.
- The end point of the trajectory is inside the sensitive volume.
- The correlation between $E$ and the trajectory length is consistent with that of ${ }^{3} \mathrm{He}$.
- Kinematically reconstructed beam energy is in the range between $E_{\max }-1$ and $E_{\max } \mathrm{MeV}$.

These conditions are illustrated in Figs. 3.18. The purpose for the second criterion is rejecting events resulting from reaction occurred near the edge of sensitive volume. This is because the events near the edge are contaminated with some events occurred outside of the sensitive volume. The vertex reconstructed from the data are shown in the panel (c) in Figs. 3.18. The intention of the third criterion is rejecting events resulting from ${ }^{12} \mathrm{C}(\gamma, p){ }^{11} \mathrm{~B}$ reaction, which occasionally misclassified as an event including one trajectory due to shortness of ${ }^{11} \mathrm{~B}$ trajectory. The proton trajectory contained in this kind of event is long enough to penetrate through the sensitive volume. The forth criterion aims at simply rejecting some events in which the tracking analysis failed somehow. The correlation between the total $E$ and the range $R$ reconstructed from the data are shown in the panel (a) in Figs. 3.18. The events in the slanting locus in the panel is attributed to the well tracked events, whereas the large population distributing along the horizontal axis are the events caused by intruder protons from the external region (see 3.12). The latter are the origin of the low TOT events in Fig. 3.16. The last criterion plays an essential role to select the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ events. ${ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{C}$ events, which is the main source of background events, contain one short trajectory of ${ }^{11} \mathrm{C}$. Since the range of ${ }^{11} \mathrm{C}$ is far shorter than that of ${ }^{3} \mathrm{He}$ in the desired events, this kind of background events are safely excluded by using the kinematic correlation. The reconstructed beam energy is shown in the panel (b) in Figs.3.18. The width of the accepted region was set narrow. That is because the ${ }^{11} \mathrm{C}$ particles from the ${ }^{12} \mathrm{C}(\gamma, n){ }^{11} \mathrm{C}$ events could not be separated from the ${ }^{3} \mathrm{He}$ particles solely using the $E-R$ correlation due to the insufficient dynamic range of the electronics.

For the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ candidates, we required five conditions below.

- The number of reconstructed trajectories is two.
- The reaction point is at least 1 cm distant from the edge of the sensitive volume.
- The two trajectory reach the edge of the sensitive volume.
- $d E$ of one trajectory is consistent with that of a proton, and $d E$ of the other trajectory is consistent with that of ${ }^{3} \mathrm{H}$.
- The two trajectories are oriented in a back-to-back direction in the XY image.

These conditions are illustrated in Figs. 3.19. The second criterion is completely same to that of the former one. The vertex depth distribution is shown in the panel (d) in Figs. 3.19. The third criterion, in contrast, requires the both trajectories are long enough to punch through the sensitive volume. This requirement is automatically fulfilled for ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events thanks to the target thickness optimization. The forth criterion is the strongest condition among them. Only ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events can show the proper $d E-d E$ correlation, and background events resulting from various causes such as ${ }^{12} \mathrm{C}$ photodisintegration and the high-energy proton emitted outside the sensitive volume are excluded by this selection. The $d E$ correlation is shown in the panel (a) in Fig. 3.19. These energy deposit is sorted with their amplitude in the descending order. The last
one is for rejecting the events of more than 3 decay particles. The angle between two trajectories in the center-of-mass system are shown in the panels (b) and (c) in Figs. 3.19. Two trajectories originated from binary reactions must be oriented to the opposite direction due to the momentum conservation. In contrast, events of more than 3 decay particle such as ${ }^{12} \mathrm{C}(\gamma, 3 \alpha)$ and ${ }^{4} \mathrm{He}(\gamma, p n d)$ reactions seldom contains two trajectories going back-to-back direction. The distribution of the relative $\theta(\mathrm{b})$ is broader than that of relative $\phi(\mathrm{c})$. That is because the mean beam energy is adopted to the derivation of thetas.

Finally, we defined events satisfying these conditions as true photodisintegration events. These true events are sorted with respect to its decay particle orientation $\theta$ and $\phi$. Obviously, all the photodisintegration events occurred during the measurement are not contained in the true event group, because some of them are rejected by the tracking and selection analysis. The reaction cross sections are calculated from the measurement yield corrected with the efficiency of the analysis. The efficiency is evaluated by using a Monte Carlo simulation as descried in the next section.

### 3.3.3 Efficiency Estimation

## Efficiency

The efficiency of the analysis is defined as the ratio of the successfully selected events and the all the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events occurred in the target. In this analysis procedure, some true events are rejected in the tracking analysis, and others are excluded in the selection analysis. Therefore, the the efficiency can be evaluated by analyzing the generated data in the same manner as the real data. Then, the survival ratio of the generated data after all the analysis procedure is equal to the efficiency. This efficiency has beam energy and particle-emission angle dependence. The efficiency are evaluated for each polar and azimuthal angular bins with steps of $\Delta \theta=\Delta \Phi=20^{\circ}$ and beam-energy bins with step of $\Delta E_{\gamma}=500 \mathrm{keV}$ over $19-30 \mathrm{MeV}$.

$$
\begin{equation*}
\epsilon\left(\theta, \phi, E_{\gamma}\right)=\frac{\# \text { of selected events at }\left(\theta, \phi, E_{\gamma}\right)}{\# \text { of all events at }\left(\theta, \phi, E_{\gamma}\right)} \tag{3.36}
\end{equation*}
$$

## Simulation

A Monte Carlo simulation is developed to evaluate the efficiency of the analysis. The binary photodisintegration events are randomly generated. In the event generation procedure, first, the reaction point was randomly selected in the cylindrical region along the beam direction. The probability distribution function, which was utilized for the reaction point generation, had no longitudinal position dependence, whereas it laterally follows the Gaussian distribution. Next, the emission-angle and kinetic energy of the decay particle is randomly determined. These parameters are selected as it satisfies the momentum and energy conservation.


Figure 3.18: Selection analysis for the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ event candidates from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. (a) The correlation between the total $E$ and the range $R$, (b) the beam energy reconstructed from kinematics, and (c) the Z coordinate of the vertex. All the events which contains only one trajectory stopping in the sensitive volume are included in these plots. The conditions imposed on these variables are shown with dashed lines.


Figure 3.19: Selection analysis for the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ event candidates from the measurement at $E_{\gamma}=30.0 \mathrm{MeV}$. (a) The correlation between $d E \mathrm{~s}$, (b) the polar angle $\theta$ between two trajectories, (c) the azimuthal angle $\phi$ between two trajectories, and (d) the Z coordinate of the vertex. All the events which contains two trajectories reaching the edge of the sensitive volume are included in these plots. The conditions imposed on these variables are shown with dashed lines.

Ionization process caused by charged-decay particles are simulated based on the SRIM code [189]. This algorithm was newly developed because the ionization simulator class built in the Garfield++ [190] did not work well. The algorithm requires many samples of the history of the ionization caused by one ion injection are generated using the TRIM code built in the SRIM software suite. A sample of ionization contains the history of the collision between ion and the electrons in the gaseous medium over the interval till ions lose all of their kinetic energy. When this algorithm is called, one of the samples are randomly selected. Electrons kicked off from the molecules in the gaseous medium are generated at the collision position in the sample. The number of generated electrons at the collision are calculated from the ratio of the energy loss of the ion and the average work function of the molecules. In addition, ionization histories are mixed among samples having the collision records at approximate kinetic energy. Thanks to this mixing algorithm, the variety of the ionization process can be generated from finite samples.

The electrons generated along the particle trajectory are transported by the electric field inside the sensitive volume of the detector. We assumed that the electric field, that drive electron transport, is perfectly uniform, because the uniformity of the electric field inside the drift cage was studied already. Because of the molecules in the medium, electrons are transported in the zig-zag trajectory in the certain drift velocity in average. This diffusion coefficient and the drift velocity vary depending on the strength of the electric field and the type of medium. In this simulation, these properties calculated by the Magboltz code is employed. The stochastic process regarding electron transport is calculated one by one by the class provided by the Garfield++ library [190]. This calculation was proceeded until electrons reach at the bottom most of the drift region.

The electron delivered to the GEM and $\mu$-PIC is amplified by electron avalanche. In this simulation, this process is emulated by a simple model. We assumed the probability mass function of the electron-amplification factor is given by a single Pólya distribution. Amplification factor is randomly calculated for every electron reaches at the bottom most of the drift region, and it is recorded with its position and timing information. The mean amplification factor is a parameter that is optimized to reproduce the real data. The criteria for the parameter determination will be described later.

The signal read-out from $\mu$-PIC strips are calculated based on the signal template shown in Ref. [191]. The signal pulse is calculated by the convolution of the signal template and arrival-timing distribution of electrons at each pixel of the $\mu$-PIC. The signals on pixels are summed in the same manner as the real read-out circuit, and pulse shape for a strip is obtained. This pulse shape is compared with the threshold, and the hit pattern of XY and ZY images are generated. In addition, the signal measured by FADCs are calculated by adding the signal for 32 adjacent strips. The threshold value, which is set to the common value for all strips, is also a parameter of this simulation.

Two parameters, namely the mean amplification factor and the threshold value, are optimized for each measurement conditions to reproduce the real data. First, the amplification factor is determined to reproduce the $d E$ for ${ }^{3} \mathrm{He},{ }^{3} \mathrm{H}$, and ${ }^{1} \mathrm{H}$ from the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and the ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ reactions. The $d E$ for ${ }^{3} \mathrm{H}$ and ${ }^{1} \mathrm{H}$ are reproduced with an accuracy of


Figure 3.20: Typical ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ event generated with the Monte Calro simulation. The detector condition in the simulation was set to the one used in the measurement at $E_{\gamma}$ $=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.
less than $10 \%$, but the agreement regarding $d E$ for ${ }^{3} \mathrm{He}$ is about $10 \%$. Next, the threshold is optimized to reproduce the TOT of the trajectory. However, we gave up reproducing the TOT of the trajectories other than ${ }^{1} \mathrm{H}\left({ }^{3} \mathrm{He}\right.$ and $\left.{ }^{3} \mathrm{H}\right)$, because all of them could not be reproduced by a single optimal parameter. Since the TOT of ${ }^{1} \mathrm{H}$ is the smallest one, that is the most critical to evaluate the tracking efficiency.

Typical events obtained from the simulation are shown in Figs. 3.20, and 3.21. These are the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events, respectively. The definition of each panel is same as Figs. 3.6. Compared to the real event shown in Figs. 3.6 and 3.7, the TOTs of the trajectories in Figs. 3.20, and 3.21 are larger. However, the TOTs of the trajectories were not directory referred in the event selection criteria. Thus, that would not be matter in the efficiency estimation.


Figure 3.21: Typical ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ event generated with the Monte Calro simulation. The detector condition in the simulation was set to the one used in the measurement at $E_{\gamma}$ $=30.0 \mathrm{MeV}$. The definitions of the panels are same as Fig. 3.6.

### 3.4 Cross Sections

### 3.4.1 Overview

Here, the analysis method to determine the cross sections of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions is described. Due to the finite energy spread of the photon beam generated by the LCS technique, what one can determine from the measurement is the cross section averaged over the beam-energy distribution. The averaged total cross section was derived as follows: the differential cross sections averaged over each angular bin were determined from the measurement yield, and the total cross section was, then, obtained from the integral of the differential cross sections over the full solid angle. In addition, the average energy of each measurement was determined as well.

Hereafter, the bins of the polar angle $(\theta)$ bins, the polar angle $(\phi)$ bins of decay particle, and the measurement condition are indexed with the character $i, j$, and $k$, respectively. Since there are six measurement conditions as summarized in Table 2.4, the index $k$ varies in a range between 1 and 6 . The bin width of the decay-particle emission angle is 20 degrees, $i(j)$ varies in a range between 1 and 9 (18). The $i$ th bin defines the $\theta$ interval from $20(i-1)$ and $20 i$ degrees, and the $j$ th bin is the similar ones for $\phi$ interval. Hereafter, we represent $i$ th and $j$ th bin as $\theta_{i}$ and $\phi_{j}$. The solid angle of the bin $\left(\theta_{i}, \phi_{j}\right)$ is denoted as $\Delta \Omega_{i . j}$. The target thickness of $k$ th condition is represented by $\tau_{k}$.
The measurement yield of $k$ th condition at the $\operatorname{bin}\left(\theta_{i}, \phi_{j}\right)$ determined by the selection analysis is represented as $Y_{i, j, k}$. The beam energy profile function of $k$ th condition is written as $f_{k}(E)$ at the beam energy $E$. The $f_{k}(E)$ is based on the energy profile determined in Ch. 3.2, and its energy integral of this function is normalized as

$$
\begin{equation*}
N_{\gamma, k}=\int_{0}^{E_{\max , k}} d E f_{k}(E) \tag{3.37}
\end{equation*}
$$

Here, $N_{\gamma, k}$ and $E_{\max , k}$ are the total photon flux determined in Chap. and the maximum energy of the photon beam, respectively. The efficiency determined in Ch. 3.3.3 is written as $\epsilon_{i, j, k}(E)$.

### 3.4.2 Differential Cross Section

The differential cross section of $k$ th condition at the bin $\left(\theta_{i}, \phi_{j}\right)$ is calculated using following formula. In preparation for determining the total cross sections, we first evaluated the differential cross section at each angular bin using the following formula

$$
\begin{equation*}
\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\theta_{i}, \phi_{j}, k}=\frac{Y_{i, j, k}}{\left[\int_{0}^{E_{\max , k}} d E f_{k}(E) \epsilon_{i, j, k}(E)\right] \tau_{k} \Delta \Omega_{i, j}} . \tag{3.38}
\end{equation*}
$$

The integral in the denominator is in fact approximated by a summation over the beam energy

$$
\begin{equation*}
\int_{0}^{E_{\max , k}} d E f_{k}(E) \epsilon_{i, j, k}(E) \sim \sum_{l} \epsilon_{i, j, k}\left(E_{l}\right) \int_{E_{l}-\Delta E / 2}^{E_{l}+\Delta E / 2} d E f_{k}(E) \tag{3.39}
\end{equation*}
$$

where $E_{l}$ is the midpoint of energy bin with a step of $\Delta E(=500 \mathrm{keV})$.

### 3.4.3 Total Cross Section

In principle, the total cross section is obtained by integrating the differential cross sections Eq. (3.38) over the full solid angle of $4 \pi$. In the present analysis, however, the cross sections in the angular bins with lower detection efficiencies was removed from the integration because those angular bins caused larger systematic uncertainties amplified by the efficiencies.

Hereafter, we define $\Delta \tilde{\Omega}_{k}$ as the angular range in which the differential cross sections are reliable and included in the analysis. Angular bins of the efficiency larger than a certain threshold value are included in $\Delta \tilde{\Omega}_{k}$. The detail of this bin selection criteria is discussed later.

In order to obtain the total cross section, it is necessary to deduce the correction factor for converting the cross section integrated over the partial solid angle $\Delta \tilde{\Omega}_{k}$ into that over $4 \pi$. For this purpose, we assume the photodisintegration reactions in the present energy region are primarily induced through the $E 1$ transition, and model the angular distribution of the differential cross sections at $E_{\gamma}=E$ by the following formula

$$
\begin{equation*}
\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k}=\sigma_{M}(E)\left\{\frac{3}{8 \pi} \sin ^{2} \theta\left[1+\alpha_{k} \cos 2(\phi-\tilde{\phi})\right]\right\} \tag{3.40}
\end{equation*}
$$

where $\theta$ and $\phi$ are the polar and azimuthal angles of the decay particles in the center of mass frame. $\tilde{\phi}$ and $\alpha_{k}$ are the polarization direction of the linearly polarized photon beam and the azimuthal asymmetry parameter, respectively. $\sigma_{M}$ corresponds to the total cross section obtained by integrating the modeled differential cross section over $4 \pi$. In addition, we assume that the energy dependence of the modeled total cross section $\sigma_{M}(E)$ is given by

$$
\sigma_{M}(E)= \begin{cases}\sum_{l=1}^{4} p_{l}\left(E-E_{\mathrm{th}}\right)^{l} & \left(E \geq E_{\mathrm{th}}\right)  \tag{3.41}\\ 0 & \left(E<E_{\mathrm{th}}\right)\end{cases}
$$

where $E_{\text {th }}$ is the threshold energy of the photodisintegration reactions.
Based on the cross section model described above, the expected yield $\tilde{Y}$ at a certain angular bin is estimated as

$$
\begin{equation*}
\tilde{Y}_{\theta_{i}, \phi_{j}, k}=\tau_{k} \int d \Omega \int_{0}^{E_{\max , k}} d E\left[I_{\Delta \Omega_{i, j}}\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k} f_{k} \epsilon_{i, j, k}\right] . \tag{3.42}
\end{equation*}
$$

Here, for the sake of simplicity, the arguments $(E, \theta$, and $\phi)$ of the functions in the integrand are omitted. $I_{A}$ is an indicator function on the angular range which is defined as,

$$
I_{A}(x)= \begin{cases}1 & (x \in A)  \tag{3.43}\\ 0 & (x \notin A) .\end{cases}
$$

Therefore, the angular integration in Eq. (3.42) was done within an angular bin $\Delta \Omega_{i, j}$ with $\Delta \phi=\Delta \theta=20^{\circ}$ around $\theta_{i}$ and $\phi_{j}$. This angular bin is the same as that employed in Eq. (3.38). The unknown parameters, $\alpha_{k}$ and $p_{l}{\underset{\tilde{Y}}{n}}^{\tilde{Y}}$ Eqs. (3.40) and (3.41), were optimized to maximize the likelihood of the expected yields $\tilde{Y}$ by comparing them with the measured yields $Y$ at all angular bins and beam energies while $\tilde{\phi}$ was fixed at $\tilde{\phi}=10^{\circ}$. The $\log$ likelihood function $\ln \mathcal{L}(Y)$ is defined by the formula

$$
\begin{equation*}
\ln \mathcal{L}(Y)=\sum_{\left\{\theta_{i}, \phi_{j}\right\} \in \Delta \tilde{\Omega}_{k}} \ln P_{\tilde{Y}_{\theta_{i}, \phi_{j}, k}}\left(Y_{\theta_{i}, \phi_{j}, k}\right), \tag{3.44}
\end{equation*}
$$

where the summation symbol means the log likelihood functions at the angular bins included in the selected region $\Delta \tilde{\Omega}_{k}$ are accumulated. Moreover, $P_{\lambda}(x)$ is the probability mass function of the Poisson distribution with the average $\lambda$ given by

$$
\begin{equation*}
P_{\lambda}(x)=\frac{\lambda^{x} e^{\lambda}}{x!} \tag{3.45}
\end{equation*}
$$

The averaged beam energy $\langle E\rangle_{k}$ was calculated from the weighted mean of the beam energy defined as follows:

$$
\begin{equation*}
\langle E\rangle_{k}=\frac{\int_{0}^{E_{\max , k}} d E \int d \Omega\left\{E\left[I_{\Delta \tilde{\Omega}_{k}}\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k} f_{k} \epsilon_{i, j, k}\right]\right\}}{\int_{0}^{E_{\max , k}} d E \int d \Omega\left[I_{\Delta \tilde{\Omega}_{k}}\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k} f_{k} \epsilon_{i, j, k}\right]} \tag{3.46}
\end{equation*}
$$

Finally, the measured cross sections were corrected to obtain the experimental total cross section at the average beam energy $\langle E\rangle_{k}$ by the following formula

$$
\begin{align*}
\langle\sigma\rangle_{k} & =C_{k}\langle\sigma\rangle_{\Delta \tilde{\Omega}_{k}}  \tag{3.47}\\
& =C_{k} \sum_{\left\{\theta_{i}, \phi_{j}\right\} \in \Delta \tilde{\Omega}_{k}}\left[\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\theta_{i}, \phi_{j}, k} \Delta \Omega_{i, j}\right] \tag{3.48}
\end{align*}
$$

where the correction factor $C_{k}$ is given as

$$
\begin{equation*}
C_{k}=\frac{\sigma_{M}\left(\langle E\rangle_{k}\right)}{\int d \Omega\left[I_{\Delta \tilde{\Omega}_{k}}\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k}\left(\langle E\rangle_{k}\right)\right]} . \tag{3.49}
\end{equation*}
$$

The second factor in Eq. (3.47), $\langle\sigma\rangle_{\Delta \tilde{\Omega}_{k}}$ is the integration of the differential cross section in Eq. (3.38) over the angular bins adopted in the analysis. The correction factor $C_{k}$ corresponds to the ratio of the modeled cross section integrated over $4 \pi$ to that over $\Delta \tilde{\Omega}_{k}$.

## Bin-Seletion Criteria

The angular bins employed in the analysis, $\Delta \tilde{\Omega}_{k}$, was selected based on the efficiency at the most frequent beam energy for each measurement. The lower limit of the efficiency $\epsilon_{\min }$ was defined, and bins whose efficiency $\epsilon$ is higher than $\epsilon_{\min }$ were included in the selected angular region $\Delta \tilde{\Omega}$.

Results given from $\epsilon_{\min }=0.05,0.1, \ldots, 0.6$ were compared together. If $\epsilon_{\min }$ was lower than a suitable value, total cross sections largely deviates the energy dependence given from Eq. 3.41 due to contribution from statistical fluctuation in low-efficiency bins amplified by the efficiency. On the other hand, if $\epsilon_{\min }$ was higher than the good value, statistical uncertainty ratio associated with the total cross sections become large. Thus, $\epsilon_{\min }$ should be chosen with considering that balance. In the present study, the best $\epsilon_{\min }$, which was attributed to the most probable value of the total cross section, was chosen based on the best agreement with the model cross section given from Eq. (3.47). Other results with the similar degree of agreement were also considered as candidates of probable results. The variation among these candidates were included in the systematic uncertainty of the total cross section.

## Altanative Model

It is possible that the reaction cannot be regarded as the pure $E 1$ transition. The theta dependence of the differential cross section with inclusion of the contribution of the electric and magnetic transition is given as

$$
\begin{equation*}
\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k}=\sigma_{M, k}(E, \phi) C\left(\beta_{2, k}, \beta_{3, k}\right)\left\{\sin ^{2} \theta\left(1+\beta_{1, k} \cos \theta+\beta_{2, k} \cos ^{2} \theta\right)+\beta_{3, k}\right\} \tag{3.50}
\end{equation*}
$$

where $\sigma_{M, k}(E, \phi)$ is the product of total cross section Eq. (3.14) and the $\phi$-dependence in Eq. (3.40). $C\left(\beta_{2, k}, \beta_{3, k}\right)$ is the normalization factor for $\theta$ integral. This formula is based on Ref. [192]. The series of analysis was done by using this formula instead of Eq. (3.40) as well.

We adopted the result obtained with this alternative model as not the most probable result but a measure of the systematic error originating from the model selection. It it because the parameters $\beta_{1, k}-\beta_{3, k}$ could not be determined precisely due to the insufficient statistics of the measurement. Moreover, the dominance of the $E 1$ transition seems to be a more robust assumption than allowing large contribution from the transitions of higher multi-polarity. The bin selection criteria was considered independently from that for the pure-E1 model, and the variation among the result candidates were also included in the systematic uncertainty of the total cross sections.

## Chapter 4

## Results \& Discussions

### 4.1 Differential Cross Section

The differential cross sections of ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ are shown in appendix. These cross sections integrated with respect to $\theta$ and $\phi$ are shown in Figs. The $\phi$ averaged differential cross section $\left\langle d \sigma_{\theta} / d \Omega\right\rangle$ at $\theta=\theta_{i}$ and $\theta$-averaged differential cross section $\left\langle d \sigma_{\phi} / d \Omega\right\rangle$ at $\phi=\phi_{j}$ are written as

$$
\begin{equation*}
\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle_{k}=\frac{\int_{\Delta \Omega_{\theta_{i}}} d \Omega\left[I_{\Delta \tilde{\Omega}_{k}}\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{i, j, k}\right]}{\int_{\Delta \Omega_{\theta_{i}}} d \Omega\left[I_{\Delta \tilde{\Omega}_{k}}\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k}\right]} \frac{\int_{\Delta \Omega_{\theta_{i}}} d \Omega\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k}}{\Delta \Omega_{\theta_{i}}} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle_{k}=\frac{\int_{\Delta \Omega_{\phi_{j}}} d \Omega\left[I_{\Delta \tilde{\Omega}_{k}}\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{i, j, k}\right]}{\int_{\Delta \Omega_{\phi_{j}}} d \Omega\left[I_{\Delta \tilde{\Omega}_{k}}\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k}\right]} \frac{\int_{\Delta \Omega_{\phi_{j}}} d \Omega\left(\frac{d \sigma_{M}}{d \Omega}\right)_{k}}{\Delta \Omega_{\phi_{j}}} \tag{4.2}
\end{equation*}
$$

respectively. Here, $\Delta \tilde{\Omega}_{k}$ denotes the angular region included in the selected bins for $k$ th beam energy. The angular regions $\Delta \Omega_{\theta_{i}}$ and $\Delta \Omega_{\phi_{j}}$ are defined as

$$
\begin{equation*}
\Delta \Omega_{\theta_{i}}=\left[\theta_{i}-\frac{\Delta \theta}{2}, \theta_{i}+\frac{\Delta \theta}{2}\right] \times[0,2 \pi] \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \Omega_{\phi_{j}}=[0, \pi] \times\left[\phi_{j}-\frac{\Delta \phi}{2}, \phi_{j}+\frac{\Delta \phi}{2}\right] \tag{4.4}
\end{equation*}
$$

respectively. The $\theta(\phi)$ averaged cross section as the average beam energy are superimposed on Figs. These averaged cross sections are well be described by the assumption that the photodisintegration in this energy region is induced by the pure $E 1$ transition.

As seen in Figs. 4.1 and 4.3, the $\theta$ dependence of the differential cross sections are peaks at $\theta=90^{\circ}$. In addition, the $\phi$ dependence of the differential cross sections drawn


Figure 4.1: $\theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction and their statistical errors. The averaged beam energy evaluated with Eq. 3.46 is written at the top of each panel. The model cross sections (Eq. 3.40) at the beam energy are shown with the red solid lines.


Figure 4.2: $\phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction. The definitions of the panels are same as Fig. 4.1.


Figure 4.3: $\theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction and their statistical errors. The averaged beam energy evaluated with Eq. 3.46 is written at the top of each panel. The model cross sections (Eq. 3.40) at the beam energy are shown with the blue solid lines.


Figure 4.4: $\phi$ dependence of differential $\theta$-averaged cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ reaction. The definitions of the panels are same as Fig. 4.3.

Table 4.1: Experimental total cross sections for the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions. The average beam energies $\langle E\rangle_{k}$ obtained from Eq. (3.46) and the statistical and systematic uncertainties are also presented. $k$ is an index of beam energy defined in Table 2.2.

|  |  | ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ |  |  |  | ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $E_{\max }$ | $\langle E\rangle_{k}$ | $\langle\sigma\rangle_{k}$ | $\Delta \sigma_{\text {stat }}$ | $\Delta \sigma_{\text {sys }}$ | $\langle E\rangle_{k}$ | $\langle\sigma\rangle_{k}$ | $\Delta \sigma_{\text {stat }}$ | $\Delta \sigma_{\text {sys }}$ |
|  | $(\mathrm{MeV})$ | $(\mathrm{MeV})$ | $(\mathrm{mb})$ | $(\mathrm{mb})$ | $(\mathrm{mb})$ | $(\mathrm{MeV})$ | $(\mathrm{mb})$ | $(\mathrm{mb})$ | $(\mathrm{mb})$ |
| 1 | 23.0 | 22.5 | 1.15 | $\pm 0.08$ | $+0.13-0.13$ | 22.5 | 1.25 | $\pm 0.08$ | $+0.56-0.40$ |
| 2 | 24.0 | 23.5 | 1.31 | $\pm 0.10$ | $+0.14-0.15$ | 23.3 | 1.41 | $\pm 0.07$ | $+0.28-0.28$ |
| 3 | 25.0 | 24.5 | 1.66 | $\pm 0.12$ | $+0.18-0.18$ | 24.3 | 1.64 | $\pm 0.08$ | $+0.25-0.22$ |
| 4 | 27.0 | 26.5 | 2.26 | $\pm 0.25$ | $+0.25-0.24$ | 25.7 | 1.93 | $\pm 0.13$ | $+0.34-0.42$ |
| 5 | 28.0 | 27.5 | 1.94 | $\pm 0.19$ | $+0.21-0.24$ | 26.5 | 1.59 | $\pm 0.09$ | $+0.63-0.21$ |
| 6 | 30.0 | 29.4 | 1.26 | $\pm 0.11$ | $+0.16-0.19$ | 28.7 | 1.67 | $\pm 0.05$ | $+0.19-0.23$ |

in Figs. 4.2 and 4.4 peaks twice at $\phi=10^{\circ}$ and $190^{\circ}$, which are the direction of the linear polarization axis of the incident photon beam. These tendencies are consistent with our assumption that the reaction is purely via the $E 1$ transition. The model differential cross sections (Eq. 3.40) estimated with the best-fit parameters at the averaged beam energy of the measurement are also shown with solid lines. They reproduced the angular dependence and the amplitude of the cross sections.

As for the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction, the statistical error entailed in the differential cross sections are rather larger compared to the results on the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction. That would be due to the selection criteria on the beam energy, which is inevitable to exclude back ground events. On the other hand, because no explicit beam energy selection criterion are imposed on the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ events, the statistical precision on the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections are better. As a result of such processing on the beam energy, the averaged beam energy at the same condition but the different reactions differed slightly. resulted in the different averaged beam energy.

### 4.2 Total Cross sections

The results of simultaneous measurements using mono-energetic photon beams are shown in Fig. 4.5. The triangular markers indicates the data from the present study. Their statistical and systematic uncertainties are shown by the bars and the bands, respectively. Both the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ cross sections peaked around $E_{\gamma} \sim 26 \mathrm{MeV}$.

The systematic uncertainties considered in the present study are summarized below. The uncertainty, which is primarily due to the correction of the solid angle and the model selection, is estimated to be varying between ten and a few tens of percentages, depending on the measurement conditions. In addition, the uncertainty from the efficiency estimations due to the incompleteness of the Monte Carlo simulations was approximately $10 \%$,


Figure 4.5: Experimental cross sections of the (a) ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and (b) ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions taken from Ref. [1]. The present result (upward triangles) is compared with those from previous studies ([115]: circles, [119]: downward triangles, [118] and [116]: squares). Systematic uncertainties of the cross sections are indicated with hatched regions. The theoretical predictions taken from Ref. [112] are shown by the solid lines.
which is taken from Ref. [175]. As discussed in Ch. 3.2, the uncertainty of the incident photon number was $4 \%$. We controlled and monitored the density of the target gas, and uncertainty originated from that was $0.1 \%$ or less. These uncertainties from different sources were combined together, and the square root of their quadratic sum are shown by the red hatched region in the vicinity of the data points.

### 4.3 Comparison with the Previous Studies

The experimental total cross sections measured with the quasi-mono-energetic photon beams $[115,116,118,119]$ were selected from numerous previous studies in Ch. 1.4 and compared with the present results in Fig. 4.5. The present results showing the GDR peak structure around $E_{\gamma}=26 \mathrm{MeV}$ in both the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions do not support those reported by Shima et al. [115], but are consistent with those from the $\mathrm{HI} \gamma \mathrm{S}$ group $[116,118]$. The uncertainties in the present results are slightly higher than those in previous studies, but smaller than the difference between the results by Shima et al. and those by the Hi $\gamma$ S group. Notably, the present ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ result also agrees with that by the MAX-lab group [119], which was obtained by using energytagged bremsstrahlung photons. The GDR peak energy is in accord with the theoretical calculation [112] shown by the solid lines in Fig 4.5. In addition, the absolute values of our data support the theoretical calculations within the uncertainty except for some points of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction whereby their statistical uncertainties are higher than those of others.

As described in Ch. 1.2.3, the cross sections of the ${ }^{4}$ He photodisintegration reactions in the GDR energy region are important to elucidate the certain processes in the nucleosynthesis in the universe. Because cross sections theoretically calculated from the nuclear structure theory are generally employed for the astrophysical calculation, one would have to revise the theoretical frameworks and the scenario of the nucleosynthesis if the theoretical predictions largely deviate from the experimental cross sections. The striking experimental results reported by Shima et al. challenged the conventional view of the ${ }^{4} \mathrm{He}$ photodisintegration reactions that the GDR peak was located around $E_{\gamma}=26$ MeV . However, the present results support the conventional view and do not force one to revise the physical pictures on the nucleosynthesis drawn by the nuclear structure theories.

## Chapter 5

## Summary

The photodisintegration reactions, ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p){ }^{3} \mathrm{H}$ in the GDR energy region are very fundamental and important reactions from a view of nucleosynthesis in the universe. From the theoretical side, the cross sections of the ${ }^{4} \mathrm{He}$ photodisintegrations were precisely calculated [112] based on the realistic nuclear forces. Both the $\sigma_{(\gamma, n)}$ and $\sigma_{(\gamma, p)}$ cross sections peak around $E_{\gamma}=26-27 \mathrm{MeV}$, and they are approximately 1.5 mb and 1.7 mb at the peak, respectively.

There existed a serious contradiction in the experimental cross sections regarding their energy dependence, especially the peak position. One was reported by Shima et al. [115]. No peak structures were found in their $\sigma_{(\gamma, n)}$ and $\sigma_{(\gamma, p)}$ within the energy region below $E_{\gamma}=30 \mathrm{MeV}$, and the cross sections were about a half of the theoretical predictions. The other experimental studies were conducted at the $\mathrm{HI} \gamma \mathrm{S}$ facility [116, 118]. Their results were in fair agreement with the theoretical predictions, but near-threshold $\sigma_{(\gamma, n)}$ was not reported in the articles.

We performed the simultaneous measurement of ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions at the BL01 in the NewSUBARU synchrotron radiation facility by using the TPC based gaseous active target, MAIKo. The quasi-monochromatic photon beams at $E_{\gamma}=$ $23.0,24.0,25.0,27.0,28.0$, and 30.0 MeV , which were closed to the GDR energy in ${ }^{4} \mathrm{He}$, were irradiated on the MAIKo active target. With the information on charged decay particles measured with the active target, we selected the ${ }^{4} \mathrm{He}$ photodisintegration events. The tracking efficiencies of the MAIKo active target were estimated with the result of the Monte Carlo simulation in which the response of the detector was considered. The total flux and energy distribution of photon beams were evaluated from the energy distribution measured with $\mathrm{NaI}(\mathrm{Tl})$ scintillator based beam monitor. Finally, we determined the cross sections of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reactions.

The cross sections obtained from the present measurement showed GDR peaks at around $E_{\gamma}=26 \mathrm{MeV}$. The peak position was consistent with the prediction by the recent theoretical calculation [112] and results from the HI $\gamma \mathrm{S}$ facility [116] [118], and the $\sigma_{(\gamma, n)}$ and $\sigma_{(\gamma, p)}$ cross sections were also in fair agreement with these studies within
errors except for a few data points in $\sigma_{(\gamma, n)}$. As a consequence, our results didn't follow the result by Shima et al. [115]. Therefore, our result supported the conventional view of the ${ }^{4}$ He photodisintegration reactions, and did not force one to revise the theoretical frameworks.

This work proved the applicability of the MAIKo active target, which was originally designed for the in-beam spectroscopy of the unstable nuclei, to the study of the nuclear photoreactions. This expand our possibility to contribute to the nuclear astrophysics by providing reliable data on important reactions measured with the MAIKo active target.
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## Appendix A

## Derivation of Low-Energy Photoabsorption Cross Sections

## Definitions

The cross section for a photoabsorption process induced by a photon of energy $E_{\gamma}$ is given as [11],

$$
\begin{array}{r}
\left.\sigma_{\gamma}\left(E_{\gamma}\right)=\left.(2 \pi)^{3} \frac{\hbar c}{E_{\gamma}} \frac{1}{2 J_{i}+1} \sum_{J=1}^{\infty}\left\{\left|\left\langle J_{\mathrm{f}}\right|\right| \hat{T}_{J}^{E}\left(E_{\gamma}\right) \| J_{\mathrm{i}}\right\rangle\right|^{2}+\left|\left\langle J_{\mathrm{f}}\left\|\hat{T}_{J}^{M}\left(E_{\gamma}\right)\right\| J_{\mathrm{i}}\right\rangle\right|^{2}\right\}  \tag{A.1}\\
\times \delta\left(E_{\mathrm{f}}-E_{\mathrm{i}}-E_{\gamma}\right)
\end{array}
$$

Here, the initial and final state of the nucleus are characterized with the energy $E_{\mathrm{i}}, E_{\mathrm{f}}$ and the spin $J_{\mathrm{i}}, J_{\mathrm{f}}$. The reduced matrix element for the $M$-th component of the spherical tensor operator of rank $J$, or $\hat{O}_{J M}$, is defined from the Wigner-Eckart theorem [193],

$$
\begin{equation*}
\left\langle J_{\mathrm{f}} M_{\mathrm{f}}\right| \hat{O}_{J M}\left|J_{\mathrm{i}} M_{\mathrm{i}}\right\rangle=\sqrt{2 J_{f}+1}\left\langle J_{\mathrm{i}} M_{\mathrm{i}} J M \mid J_{\mathrm{f}} M_{\mathrm{f}}\right\rangle\left\langle J_{\mathrm{f}}\right|\left|\hat{O}_{J} \| J_{\mathrm{i}}\right\rangle, \tag{A.2}
\end{equation*}
$$

where $\left\langle J_{\mathrm{i}} M_{\mathrm{i}} J M \mid J_{\mathrm{f}} M_{\mathrm{f}}\right\rangle$ is the Clebsch-Gordan coefficient for the coupling between $\left|J_{\mathrm{i}} M_{\mathrm{i}}\right\rangle$ and $\mid J M>$ resulting in $\left|J_{\mathrm{f}} M_{\mathrm{f}}\right\rangle$. The operators for the transition induced by a photon with a wave-number $q$ are defined as,

$$
\begin{gather*}
\hat{T}_{J M}^{E}(q)=\frac{1}{c} \int \boldsymbol{A}_{l m}(\boldsymbol{r} ; E) \cdot \hat{\boldsymbol{J}}(\boldsymbol{x}) d^{3} x=\frac{1}{c q} \int\left\{\nabla \times\left[j_{J}(q r) \boldsymbol{Y}_{J M, J}(\theta, \phi)\right]\right\} \cdot \hat{\boldsymbol{J}}(\boldsymbol{r}) d r d \Omega  \tag{A.3}\\
\hat{T}_{J M}^{M}(q)=\frac{1}{c} \int \boldsymbol{A}_{l m}(\boldsymbol{r} ; M) \cdot \hat{\boldsymbol{J}}(\boldsymbol{x}) d^{3} x=\frac{1}{c} \int j_{J}(q r) \boldsymbol{Y}_{J M, J}(\theta, \phi) \cdot \hat{\boldsymbol{J}}(\boldsymbol{r}) d r d \Omega \tag{A.4}
\end{gather*}
$$

$\hat{T}_{J M}^{E}(q)$ and $\hat{T}_{J M}^{M}(q)$ are associated with the electric and magnetic transition, respectively. The only transitions allowed under the transverse-wave property of real photon are these two transitions. The definitions are based on the coordinate system whose origin is fixed
at the center of mass of the nucleus. They are derived from the multipole expansion of the photon field, which obeys the Helmholtz equation. $\boldsymbol{A}_{l, m}$ is the dimensionless spherical wave, whereas $\hat{J}(\boldsymbol{r})$ is the electric current density operator. $j_{J}(x)$ is the spherical Bessel function.

In addition, there exist two extra multipole transition operators

$$
\begin{gather*}
\hat{T}_{J M}^{C}(q)=\int A_{l m}(\boldsymbol{r} ; C) \hat{\rho}(\boldsymbol{x}) d^{3} x=\int j_{J}(q r) Y_{J M}(\theta, \phi) \hat{\rho}(\boldsymbol{r}) d r d \Omega,  \tag{A.5}\\
\hat{T}_{J M}^{L}(q)=\frac{1}{c} \int \boldsymbol{A}_{l m}(\boldsymbol{r} ; L) \cdot \hat{\boldsymbol{J}}(\boldsymbol{x}) d^{3} x=\frac{1}{c q} \int \nabla\left[j_{J}(q r) Y_{J M}(\theta, \phi)\right] \cdot \hat{\boldsymbol{J}}(\boldsymbol{r}) d r d \Omega . \tag{A.6}
\end{gather*}
$$

They are Coulomb [Eq. (A.5)] and longitudinal [Eq. (A.6)] multipole operators, respectively. Here, $\hat{\rho}(\boldsymbol{r})$ is the charge density operator. These two classes of operators are not directly involved in the photonuclear cross sections. However, they are concerned with the electron and neutrino scattering cross sections.
$\boldsymbol{Y}_{J M, J}(\theta, \phi)$ is a vector spherical harmonics,

$$
\begin{equation*}
\boldsymbol{Y}_{l m, \lambda}(\theta, \phi)=\sum_{\mu, \mu^{\prime}}\left\langle\lambda \mu 1 \mu^{\prime} \mid l m\right\rangle Y_{\lambda, \mu}(\theta, \phi) \boldsymbol{e}_{\mu^{\prime}} \tag{A.7}
\end{equation*}
$$

$\boldsymbol{e}_{\mu}(\mu=-1,0,1)$ is the spherical unit vector defined as

$$
\begin{align*}
\boldsymbol{e}_{0} & :=\boldsymbol{e}_{z},  \tag{A.8}\\
\boldsymbol{e}_{ \pm 1} & :=\mp \frac{1}{\sqrt{2}}\left(\boldsymbol{e}_{x} \pm \boldsymbol{e}_{y}\right) . \tag{A.9}
\end{align*}
$$

For simplicity, an incident photon parallel to the $z$-axis is assumed. Then, $\boldsymbol{e}_{\mu}$ is associated with a photon of its $z$-component of the spin is $\mu$.

## Long-wavelength Limit

When the long-wavelength limit,

$$
\begin{equation*}
q R \ll 1, \tag{A.10}
\end{equation*}
$$

holds, two approximations below can be applied to Eq. (A.1).

## Siegert's theorem

First one is the Siegert's theorem [194], which replaces the current density operator $\hat{J}(\boldsymbol{r})$ to the charge-density operator. The spherical Bessel function behaves like

$$
\begin{equation*}
j_{J}(q r) \sim \frac{(q r)^{J}}{(2 l+1)!!} \tag{A.11}
\end{equation*}
$$

in the long wavelength limit. From Eq. (A.11) and the continuous equation of the electric current $\partial \rho / \partial t-\nabla \cdot \boldsymbol{j}=0$, the transition matrix element of the electric transition is transformed to

$$
\begin{equation*}
\langle f| \hat{T}_{J M}^{E, \text { LWA }}(q)|i\rangle=\left(\frac{J+1}{J}\right)^{1 / 2} \frac{E_{i}-E_{f}}{\hbar c q}\langle f| \hat{T}_{J M}^{C, \text { LWA }}(q)|i\rangle . \tag{A.12}
\end{equation*}
$$

Here, the operator in the right hand side is the Coulomb transition operator [Eq. (A.5)]. In the long-wavelength limit, the Coulomb transition operator is approximated as

$$
\begin{equation*}
\hat{T}_{J M}^{C, \mathrm{LWA}}(q)=\frac{q^{J}}{(2 J+1)!!} \int r^{J} Y_{J M}(\theta, \phi) \hat{\rho}(\boldsymbol{r}) d^{3} r . \tag{A.13}
\end{equation*}
$$

Thus, the current-density operator in the electric transition operator Eq. (A.3) is replaced by the charge density operator. The charge operator is more tractable than the current operator which includes the non-negligible contributions from the magnetization current, and the meson exchange current (MEC) in addition to the proton convection current [195].

## Dominance of $E 1$ Transition

The second approximation is the dominance of the $E 1$ transition. This is based on the rough estimation performed by Weiskopf [196]. The electric and magnetic transition rates are proportional to the reduced transition probability defined as,

$$
\begin{align*}
B\left(E J, J_{i} \rightarrow J_{f}\right) & =\frac{2 J_{f}+1}{2 J_{i}+1}\left|\left\langle J_{f}\left\|\hat{T}_{J}^{E}(q)\right\| J_{i}\right\rangle\right|^{2}  \tag{A.14}\\
B\left(M J, J_{i} \rightarrow J_{f}\right) & =\frac{2 J_{f}+1}{2 J_{i}+1}\left|\left\langle J_{f}\left\|\hat{T}_{J}^{M}(q)\right\| J_{i}\right\rangle\right|^{2} \tag{A.15}
\end{align*}
$$

These quantities are estimated under the assumption that the transition is caused by only one nucleon of $J_{i}=1 / 2$ to the final state of $J_{f}=1 / 2+J$, and the nucleon uniformly exists within the nuclear radius.

$$
\begin{gather*}
B(E J) \sim \frac{e^{2}}{4 \pi}\left(\frac{3}{J+3}\right)^{2} R^{2 J}=\frac{(1.2)^{2 J}}{4 \pi}\left(\frac{3}{J+3}\right)^{2} A^{2 J / 3}\left[e^{2}(\mathrm{fm})^{2 J}\right]  \tag{A.16}\\
B(M J) \sim \frac{10}{\pi}\left(\frac{3}{J+3}\right)^{2} R^{2 J-2} \mu_{N}^{2}=\frac{10}{\pi}(1.2)^{2 J-2}\left(\frac{3}{J+3}\right)^{2} A^{(2 J-2) / 3}\left[\mu_{N}^{2}(\mathrm{fm})^{2 J-2}\right] . \tag{A.17}
\end{gather*}
$$

That result is called as the Weiskopf unit, which gives a measure of strengths of singleparticle transitions. In the long-wavelength limit, low- $J$ transitions dominate high- $J$ transitions due to the $(q r)^{J}$-scaling given from Eq. (A.11). In addition, the electric transition is one-order stronger than the magnetic one between the equal- $J$ transitions [13]. These facts support the lowest order approximation that neglects all the competing transitions except the $E 1$ transition.

## Result

From the Siegert's theorem and the dominance of the $E 1$ transition, the photo absorption cross section in Eq. (A.1) is simplified as,

$$
\begin{align*}
\sigma_{\gamma}^{\mathrm{LWA}}\left(E_{\gamma}\right) & \left.\sim(2 \pi)^{3} \frac{\hbar c}{E_{\gamma}} \frac{1}{2 J_{i}+1}\left|\left\langle J_{f}\right|\right| \hat{T}_{1}^{E, \mathrm{LWA}}\left(E_{\gamma}\right)| | J_{i}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-E_{\gamma}\right)  \tag{A.18}\\
& \left.=\frac{4 \pi^{2}}{\hbar c} E_{\gamma}\left|\left\langle J_{f}\right| \hat{D}_{z}\right| J_{i}\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-E_{\gamma}\right) \tag{A.19}
\end{align*}
$$

where $\hat{D}_{z}$ is the dipole transition operator. When we assume the point-like charge distribution of nucleons, the dipole operator is defined as

$$
\begin{equation*}
\hat{D}_{z}=\sum_{k=1}^{A} \chi_{i} e\left(\boldsymbol{r}_{i}-\boldsymbol{R}\right)_{z} . \tag{A.20}
\end{equation*}
$$

Here, $\chi_{i}$ is the effective charge of the $i$-th nucleons: that value is $N / A$ for protons and $Z / A$ for neutrons in the cerner-of-mass frame. $\left(\boldsymbol{r}_{i}-\boldsymbol{R}\right)_{z}$ indicates the $z$-component of the displacement of the $i$-th nucleon with respect to the center of mass the $\boldsymbol{R}$.

## Appendix B

## Data Tables of Cross Sections

The numerical data on the differential cross sections of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ are listed in the Tables. B. 1 - B.24. These values are the same to the ones depicted in Figs. $4.1-4.4$, and the cross section averaged over the beam energy and in the angular bins spanning 20 degrees. See text for details.

Table B.1: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 30 | 0.10 | 0.10 |
| 50 | 0.07 | 0.02 |
| 70 | 0.11 | 0.01 |
| 90 | 0.14 | 0.02 |
| 110 | 0.07 | 0.02 |
| 130 | 0.12 | 0.02 |
| 150 | 0.10 | 0.04 |

Table B.2: $\theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 30 | 0.16 | 0.07 |
| 50 | 0.13 | 0.03 |
| 70 | 0.13 | 0.02 |
| 90 | 0.11 | 0.02 |
| 110 | 0.09 | 0.02 |
| 130 | 0.13 | 0.02 |
| 150 | 0.10 | 0.04 |

Table B.3: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 30 | 0.19 | 0.09 |
| 50 | 0.09 | 0.02 |
| 70 | 0.17 | 0.02 |
| 90 | 0.22 | 0.03 |
| 110 | 0.11 | 0.03 |
| 130 | 0.16 | 0.03 |

Table B.4: $\theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 50 | 0.15 | 0.07 |
| 70 | 0.26 | 0.05 |
| 90 | 0.27 | 0.05 |
| 110 | 0.18 | 0.06 |
| 130 | 0.15 | 0.05 |
| 150 | 0.13 | 0.13 |

Table B.5: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=27.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 50 | 0.19 | 0.06 |
| 70 | 0.17 | 0.04 |
| 90 | 0.20 | 0.03 |
| 110 | 0.25 | 0.06 |
| 130 | 0.15 | 0.04 |
| 150 | 0.13 | 0.09 |

Table B.6: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=29.4 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 50 | 0.13 | 0.03 |
| 70 | 0.15 | 0.02 |
| 90 | 0.14 | 0.02 |
| 110 | 0.02 | 0.02 |
| 130 | 0.10 | 0.03 |

Table B.7: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.15 | 0.03 |
| 30 | 0.14 | 0.03 |
| 50 | 0.11 | 0.02 |
| 70 | 0.07 | 0.03 |
| 130 | 0.11 | 0.03 |
| 150 | 0.09 | 0.02 |
| 170 | 0.15 | 0.03 |
| 190 | 0.07 | 0.03 |
| 210 | 0.13 | 0.03 |
| 230 | 0.08 | 0.02 |
| 250 | 0.05 | 0.02 |
| 290 | 0.04 | 0.03 |
| 310 | 0.06 | 0.02 |
| 330 | 0.11 | 0.03 |
| 350 | 0.09 | 0.03 |

Table B.8: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.19 | 0.04 |
| 30 | 0.15 | 0.03 |
| 50 | 0.05 | 0.03 |
| 130 | 0.17 | 0.05 |
| 150 | 0.11 | 0.03 |
| 170 | 0.16 | 0.03 |
| 190 | 0.13 | 0.04 |
| 210 | 0.14 | 0.03 |
| 230 | 0.08 | 0.03 |
| 250 | 0.03 | 0.03 |
| 290 | 0.05 | 0.03 |
| 310 | 0.05 | 0.02 |
| 330 | 0.11 | 0.06 |
| 350 | 0.13 | 0.04 |

Table B.9: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n){ }^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.27 | 0.05 |
| 30 | 0.21 | 0.04 |
| 50 | 0.05 | 0.02 |
| 150 | 0.28 | 0.05 |
| 170 | 0.25 | 0.04 |
| 190 | 0.22 | 0.05 |
| 210 | 0.23 | 0.05 |
| 230 | 0.12 | 0.04 |
| 250 | 0.05 | 0.05 |
| 310 | 0.07 | 0.03 |
| 330 | 0.20 | 0.05 |
| 350 | 0.22 | 0.07 |

Table B.10: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.42 | 0.09 |
| 30 | 0.19 | 0.07 |
| 50 | 0.18 | 0.08 |
| 150 | 0.29 | 0.10 |
| 170 | 0.33 | 0.08 |
| 190 | 0.23 | 0.08 |
| 210 | 0.22 | 0.11 |
| 230 | 0.18 | 0.09 |
| 250 | 0.13 | 0.13 |
| 310 | 0.17 | 0.07 |
| 330 | 0.22 | 0.09 |

Table B.11: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=27.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.13 | 0.09 |
| 30 | 0.14 | 0.04 |
| 50 | 0.14 | 0.04 |
| 130 | 0.24 | 0.07 |
| 150 | 0.17 | 0.04 |
| 170 | 0.22 | 0.05 |
| 190 | 0.19 | 0.08 |
| 210 | 0.17 | 0.05 |
| 230 | 0.13 | 0.05 |
| 250 | 0.06 | 0.04 |
| 290 | 0.15 | 0.11 |
| 310 | 0.14 | 0.05 |
| 330 | 0.08 | 0.05 |

Table B.12: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, n)^{3} \mathrm{He}$ reaction at $\left\langle E_{\gamma}\right\rangle=29.4 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 30 | 0.18 | 0.06 |
| 50 | 0.07 | 0.02 |
| 130 | 0.07 | 0.05 |
| 150 | 0.15 | 0.03 |
| 170 | 0.20 | 0.03 |
| 190 | 0.12 | 0.03 |
| 210 | 0.23 | 0.04 |
| 230 | 0.08 | 0.03 |
| 250 | 0.03 | 0.03 |
| 310 | 0.06 | 0.03 |

Table B.13: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 50 | 0.14 | 0.03 |
| 70 | 0.16 | 0.02 |
| 90 | 0.14 | 0.02 |
| 110 | 0.11 | 0.01 |
| 130 | 0.07 | 0.01 |
| 150 | 0.05 | 0.01 |

Table B.14: $\theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.3 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 30 | 0.08 | 0.03 |
| 50 | 0.11 | 0.02 |
| 70 | 0.19 | 0.02 |
| 90 | 0.12 | 0.01 |
| 110 | 0.13 | 0.01 |
| 130 | 0.09 | 0.01 |
| 150 | 0.07 | 0.02 |

Table B.15: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.3 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 50 | 0.14 | 0.03 |
| 70 | 0.21 | 0.02 |
| 90 | 0.18 | 0.02 |
| 110 | 0.16 | 0.02 |
| 130 | 0.09 | 0.01 |
| 150 | 0.06 | 0.01 |

Table B.16: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=25.7 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 30 | 0.17 | 0.10 |
| 50 | 0.19 | 0.03 |
| 70 | 0.28 | 0.03 |
| 90 | 0.12 | 0.02 |
| 110 | 0.17 | 0.02 |
| 130 | 0.11 | 0.02 |
| 150 | 0.07 | 0.03 |

Table B.17: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 50 | 0.14 | 0.02 |
| 70 | 0.19 | 0.02 |
| 90 | 0.15 | 0.04 |
| 110 | 0.16 | 0.02 |
| 130 | 0.09 | 0.01 |
| 150 | 0.04 | 0.01 |

${ }^{4}$ Table B.18: $\quad \theta$ dependence of $\phi$-averaged differential cross sections $\left\langle\frac{d \sigma_{\theta}}{d \Omega}\right\rangle$ (Eq. 4.1) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=28.7 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 30 | 0.09 | 0.02 |
| 50 | 0.15 | 0.01 |
| 70 | 0.20 | 0.01 |
| 90 | 0.19 | 0.01 |
| 110 | 0.14 | 0.01 |
| 130 | 0.09 | 0.01 |
| 150 | 0.05 | 0.01 |

Table B.19: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle($ Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=22.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.12 | 0.02 |
| 30 | 0.10 | 0.02 |
| 50 | 0.12 | 0.03 |
| 130 | 0.11 | 0.03 |
| 150 | 0.10 | 0.02 |
| 170 | 0.13 | 0.02 |
| 190 | 0.12 | 0.02 |
| 210 | 0.15 | 0.03 |
| 230 | 0.11 | 0.03 |
| 290 | 0.06 | 0.04 |
| 310 | 0.08 | 0.03 |
| 330 | 0.10 | 0.02 |
| 350 | 0.09 | 0.02 |
|  |  |  |

Table B.20: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=23.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.16 | 0.02 |
| 30 | 0.10 | 0.02 |
| 50 | 0.12 | 0.03 |
| 130 | 0.11 | 0.02 |
| 150 | 0.11 | 0.02 |
| 170 | 0.16 | 0.02 |
| 190 | 0.14 | 0.02 |
| 210 | 0.15 | 0.02 |
| 230 | 0.11 | 0.03 |
| 290 | 0.06 | 0.04 |
| 310 | 0.09 | 0.03 |
| 330 | 0.12 | 0.02 |
| 350 | 0.15 | 0.02 |

Table B.21: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=24.3 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.21 | 0.03 |
| 30 | 0.18 | 0.03 |
| 50 | 0.13 | 0.03 |
| 130 | 0.08 | 0.02 |
| 150 | 0.14 | 0.02 |
| 170 | 0.20 | 0.03 |
| 190 | 0.20 | 0.03 |
| 210 | 0.15 | 0.02 |
| 230 | 0.08 | 0.04 |
| 310 | 0.08 | 0.03 |
| 330 | 0.15 | 0.03 |
| 350 | 0.19 | 0.03 |

Table B.22: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=25.7 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.15 | 0.03 |
| 30 | 0.18 | 0.03 |
| 50 | 0.15 | 0.05 |
| 130 | 0.21 | 0.07 |
| 150 | 0.18 | 0.04 |
| 170 | 0.21 | 0.04 |
| 190 | 0.25 | 0.05 |
| 210 | 0.18 | 0.04 |
| 230 | 0.29 | 0.15 |
| 310 | 0.22 | 0.09 |
| 330 | 0.17 | 0.03 |
| 350 | 0.22 | 0.04 |

Table B.23: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=26.5 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{\mathrm{d} \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.29 | 0.04 |
| 30 | 0.16 | 0.02 |
| 50 | 0.10 | 0.04 |
| 130 | 0.07 | 0.04 |
| 150 | 0.16 | 0.03 |
| 170 | 0.17 | 0.03 |
| 190 | 0.27 | 0.05 |
| 210 | 0.20 | 0.05 |
| 310 | 0.08 | 0.05 |
| 330 | 0.16 | 0.03 |
| 350 | 0.23 | 0.03 |

Table B.24: $\quad \phi$ dependence of $\theta$-averaged differential cross sections $\left\langle\frac{d \sigma_{\phi}}{d \Omega}\right\rangle$ (Eq. 4.2) of the ${ }^{4} \mathrm{He}(\gamma, p)^{3} \mathrm{H}$ reaction at $\left\langle E_{\gamma}\right\rangle=28.7 \mathrm{MeV}$.

| $\theta$ (degree) | $\left\langle\frac{d \sigma}{d \Omega}\right\rangle(\mathrm{mb} / \mathrm{sr})$ | $\Delta\left\langle\frac{d \sigma}{d \Omega}\right\rangle_{\text {stat }}(\mathrm{mb} / \mathrm{sr})$ |
| :--- | :---: | :---: |
| 10 | 0.20 | 0.02 |
| 30 | 0.16 | 0.02 |
| 50 | 0.14 | 0.02 |
| 70 | 0.05 | 0.05 |
| 110 | 0.09 | 0.09 |
| 130 | 0.10 | 0.02 |
| 150 | 0.16 | 0.02 |
| 170 | 0.21 | 0.02 |
| 190 | 0.19 | 0.02 |
| 210 | 0.20 | 0.02 |
| 230 | 0.13 | 0.02 |
| 290 | 0.07 | 0.04 |
| 310 | 0.10 | 0.02 |
| 330 | 0.14 | 0.02 |
| 350 | 0.20 | 0.02 |


[^0]:    1 "solve nuclear many-body problem based on realistic interactions using controlled and improvable truncations with quantified theoretical uncertainties" by Roth [65].

[^1]:    "use nucleons as the relevant degrees of freedom, start from the realistic forces among nucleons, recently almost exclusively the chiral EFT interactions that describe accurately the two-nucleon system and three-nucleon bound states, and aim at predicting the properties of atomic nuclei" by Navratil et al. [66].
    "employing Lagrangians, Hamiltonians, or energy density functionals based on EFT principles and with degrees of freedom chosen such that it maximizes our predictive capabilities" by Ekström et al. [67].

